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Abstract

Market interventions are a frequent lever for governments to ease the costs of eco-
nomic transformations. Green industrial policy (GIP) is a recent example of such policy,
seeking to ease the costs of the ecological transition. It is an open question, however, if
governments benefit from the provision of GIP. My central claim is that rather than GIP
being a tool against climate change alone, it is better considered as one against deindus-
trialization. This broader conceptualization provides insights into the spatial variation of
GIP’s electoral consequences: GIP is more likely to win the incumbent votes in places
with increased risk and exposure to deindustrialization, namely along the dimensions of
globalization and decarbonization. Hence in communities doubly-pressured by both di-
mensions, GIP implementation is an effective tool to win back voters “left-behind” and
at risk of further economic precarity. I test this argument using geo-located data from
the Inflation Reduction Act, leveraging variation in investment status in November 2024
for identification in a difference-in-differences framework. The absence of general elec-
toral impact masks substantial heterogeneity: doubly-pressured communities shifted 2-3
p-p- towards the Democrats after receiving investment. I complement these national level
results with a case study of Michigan. Fine grained voting data, planning documents, can-
didate statements, and local news coverage corroborate the differential response to GIP in
these doubly-pressured areas, but not elsewhere.
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Introduction

To avoid the worst consequences of climate change, states need to reverse a century of rapidly
rising CO» emissions in less than a quarter of that time.!*? Recognizing the inadequacy of
‘stick-based’ policies alone (e.g., carbon emission taxes), many governments have increasingly
turned towards a carrot: green industrial policy (GIP) — financial incentives for firms to invest
in decarbonization innovations or for the development of nascent green industries (Allan and
Nahm, 2024). Whereas carbon taxes are economically efficient but electorally risky, with voters
highly cost sensitive to carbon taxes (Ansolabehere and Konisky, 2014; Beiser-McGrath and
Bernauer, 2024; Bechtel and Scheve, 2013; Bechtel, Scheve and van Lieshout, 2021), it is an
open question whether this carrot-based approach is rewarded by voters.

This paper investigates any electoral impact of GIP. Existing research on the electoral
consequences and preferences for carrot-based climate policies has predominantly focused on
compensatory measures imposed ex post (Bolet, Green and Gonzdlez-Eguino, 2024; Gaikwad,
Genovese and Tingley, 2022; Gazmararian and Tingley, 2028), that is after job loss, typically
in coal country. This research demonstrates that compensation may thwart backlash from indi-
viduals and communities who, absent policy interventions to cushion the energy transition, are
likely to shift rightward and reject further climate action (Gazmararian, 2025; Heddesheimer,
Hilbig and Voeten, 2024). The green transition then, as type of market transformation, may
be further enabled by policy frameworks that alleviate concentrated costs in a similar fashion

to globalization and trade compensation (Kim and Pelc, 2021; Margalit, 2011; Ritchie and

ISee Ritchie, Roser and Rosado (2020) for trends in COs emissions globally and nationally since the Industrial
Revolution.

2The World Economic Forum estimates that 2024 was “peak emissions” from energy usage. This neglects
emissions from land-use change, such as deforestation due to agricultural expansion. Nevertheless, emissions
from fossil fuels in energy usage constitutes the vast majority of anthropogenic carbon emissions. With 2050
as a common target for net-zero target as it is consistent IPCC models keeping warming under 1.5 degrees
Celsius. This leaves roughly a quarter of a century. On national net-zero targets, see https:/zerotracker.net/.
On peak emissions see https://www.weforum.org/stories/2024/11/peak-energy-emissions-a-historic-moment-
overshadowed-by-the-endurance-of-fossil-fuels/.
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You, 2021; Ruggie, 1982).

Yet GIP, by targeting investment at firms to decarbonize current production practices or
manufacture novel green commodities, is not a compensatory measure in the traditional sense.
Nor is it one that need be targeted strictly at fossil fuel country as the actual patterns of GIP
investment demonstrate: Figure 1 visualizes announced investment eligible for tax incentives
under the Inflation Reduction Act (IRA), the largest climate spending bill to date in the United
States. GIP-spurred investment is geographically diverse, hence considering GIP as compen-
sation for fossil fuel communities alone provides little by way of explanation for any potential
impact of green investment in North Carolina compared to West Virginia. Whereas the for-
mer has received substantial investment despite marginal coal reserves, the latter, emblematic
of coal country, in contrast, has received paltry levels of investment.

Figure 1: Confirmed CAPEX applicable for IRA tax credits

Decarbonization Investment (2019-2024)
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Broadly, my argument is that GIP is more likely to win incumbents votes when it decreases
the risk of deindustrialization, not strictly the costs of the green transition alone. In many
communities, climate mitigation policy costs are the latest chapter of a decades-long story of
economic erosion and decline that began with globalization and import competition (Autor

et al., 2025; Baccini and Weymouth, 2021; Broughton, 2014; Ternullo, 2024). Further dein-
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dustrialization due to decarbonization costs links these two transformations in the industrial
heartlands of many post-industrial societies. In these doubly-pressured communities, or those
“lost in transition” between globalization and decarbonization, GIP is an effective vote winner
as it may insulate against the further loss of high paying jobs in emissions-intensive industries,
connect to and reinvigorate their industrial heritage and status concerns (Baccini and Wey-
mouth, 2021; Bergquist et al., 2020), or provide a novel source of tax revenue in areas having
witnessed declining public services (Feler and Senses, 2017). This common threat of deindus-
trialization posed by the green transition and globalization suggests an interpretation of GIP as
ex ante insurance for the former and ex post compensation for the latter in communities currently
“lost in transition”. By providing some brown industries with a means of decarbonizing, any
incumbent effects of GIP should be more likely in places with ample emissions-intensive man-
ufacturing, but not necessarily in fossil fuel country. Whereas decarbonization is existential for
the latter (Colgan, Green and Hale, 2021), innovations, while costly, do exist for many man-
ufacturing industries, meaning public assistance can facilitate the transition in these industries
and not rely strictly on compensation for job loss.

I test this argument in several steps using the U.S. IRA as a prominent example of GIP in
recent years.® The IRA provided two tranches of tax credits to support the buildout of clean
energy on the one hand and decarbonized and advanced manufacturing on the other, hence
it targets assistance to decarbonize existing industry and establish fledgling green ones, typical
policy objectives of GIP (Allan, Lewis and Oatley, 2021; Allan and Nahm, 2024; Rodrik,
2014). First, leveraging geo-located data on the IRA-spurred investment, I assess the impact
of GIP on presidential voting behavior in a difference-in-differences framework. I address

selection bias in investment by focusing on counties having experienced the physical impact

30ther prominent examples of GIP include France Relance, a COVID-19 recovery stimulus with substantial
amounts dedicated to industrial decarbonization which was subsequently complemented by the 2028 Green Indus-
trial Law and France 2030 funding package. Similar COVID recovery plans partially funded by the EU include
Spain’s Plan de Recuperacion, Transformacion y Resiliencia and Germany’s Aufbau- und Resilienzplans.



of investment (i.e., under construction or operational) versus announced, before using census
data to generate weights to account for the varying levels of investment. Measuring exposure to
deindustrialization risk with local import data and plant-level emissions, I categorize counties
as either doubly-pressured or not. These plant level data let me further split emissions based
on industry of origin, in particular manufacturing versus fossil fuels.

I find no incumbent benefits from GIP in general, however these average effects mask con-
sistent effects in counties doubly-pressured by globalization and decarbonization. In these
counties, I find investment caused between a 2 and 3 p.p. decrease in Republican vote share.
Considering each dimension individually, I find that the synergy between the two dimensions
is a better predictor of Democratic vote share gains then either emissions or imports alone.
Lastly, these effects are driven primarily by communities with ample manufacturing emissions;
in contrast, counties with ample fossil fuel emissions either do not shift their voting behavior
or move towards the Republicans as most of the country did in 2024. Using individual-level
panel data from the CES between 2020 and 2024, I replicate these county level results at the
level of the voter: registered voters in doubly-pressured counties that experienced investment
were 3 p.p. more likely to vote Democratic compared to individuals in non-pressured counties.

To further investigate how communities reacted to these investments, I focus on Michigan
a state emblematic of U.S. manufacturing and its woes in recent decades. First, to further
probe the differential electoral response to clean investment by deindustrialization exposure, I
collect precinct level data from 2016 to 2024. These data let me compare micro-level voting
patterns at varying distances from the same investment within a given county. I find that
a standard deviation increase in distance from investment is associated with a 1 to 1.5 p.p.
decrease in Democratic vote share. This spatial decay is only evident in doubly-pressured
counties, whereas the remaining counties receiving investment demonstrate no intra-county

variation in voting with respect to distance from investment. These results suggest any impact



of clean investment, even in at-risk communities, is highly localized.

To corroborate further these findings, I collected local news coverage of clean investment
which highlight the tax and employment benefits it brings to communities, but not necessarily
counties, as well as the planning deliberations that transpired in siting decision. This material
suggests that rather than voters being unaware of investment, ample community engagement
exists and the impact of investment on the community is clear. In doubly-pressured commu-
nities I find, furthermore, frames of manufacturing revival and not just additional tax revenue,
but replacement from prior decreases due to the disappearance of traditional manufacturing.
Similar frames and economic concerns likewise emerge in planning and economic develop-
ment strategies in these doubly-pressured counties. Semi-public business development groups
alongside local government are active in attempting to regenerate the local economy.

This article contributes to several lines of research. First, it provides theory and evidence on
the electoral consequences of an increasingly common policy lever (Juhdsz et al., 2023). While
existing work questions the extent to which market-based policy interventions can generate
political consequences (Mettler, 2011; Hamel, 2025), more benign policy interventions such
as GIP may shift voting behavior when addressing core socio-economic risks. Understanding
the electoral implications of market-based policy interventions, such as subsidies and other
more opaque channels of assistance, is important as these policies are often pitched as a means
of thwarting the gains of nationalist-populist parties and resistance to the ecological transition

and globalization in many post-industrial societies.* The results suggest in doubly-pressured

*On the political framing of these policies, sce former Vice President Kamala Harris’ statement
on the two anniversary of the Inflation Reduction Act, “Our Inflation Reduction Act is also the sin-
gle largest climate investment in American history. ~ While taking on the climate crisis and lowering
utility bills for families, it is helping us to rebuild American manufacturing and drive American in-
novation — creating good-paying union jobs, furthering economic opportunity, and contributing to the
nearly $900 billion of private-sector investment since President Biden and 1 took office” 16 Au-
gust 2024 https:/bidenwhitehouse.archives.gov/briefing-room/statements-releases/2024/08/16/statement-from-
vice-president-kamala-harris-on-the-inflation-reduction-act-anniversary/. Accessed 15 January 2025. Or see
French President Emmanuel Macron’s concluding remarks at the presentation of France’s green industry bill,
“We have overcome decades of deindustrialization and brought this period to an end. Now we must accelerate
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communities, GIP may be effective in blunting the rightward shift typical of unembedded
economic transformation (Autor, Dorn and Hanson, 2013; Broz, Frieden and Weymouth,
2021; Gazmararian, 2025). These findings build and contribute to a long-standing literature in
political economy that considers how state intervention cushions market forces (Polanyi, 1944;
Fiorina, 1978; Ruggie, 1982; Przeworski, 1996; Lewis-Beck and Stegmaier, 2000; Rickard,
2018).

Second, in linking globalization and decarbonization as common threats to deindustrial-
ization, this study generalizes empirical research on a just transition (Gaikwad, Genovese and
Tingley, 2022; Gazmararian and Tingley, 2023; Bolet, Green and Gonzdlez-Eguino, 2024)
by extending climate assistance beyond compensation for fossil fuel job loss. Furthermore, the
overlap between import competition and emissions broadens the population of at-risk com-
munities beyond coal country. The heterogeneity in electoral response between fossil fuel and
emissions-intensive manufacturing communities suggests equating current emissions intensity
with existential risk overlooks the ample variation in transition costs within brown industries.
Dichotomizing industries as brown versus green neglects the clear, albeit costly, decarboniza-
tion innovations that exist in many currently brown industries, thereby risking overstating
the prospects of deindustrialization due to the green transition and its consequences for pol-
itics. This is particularly important given the trend of increased state intervention specif-
ically targeted at assisting these industries in high-income post-industrial economies (Juhdsz
etal., 2023). Nevertheless, this common threat to deindustrialization suggests a more coherent

framework for the interplay between climate and trade policy in future IPE research.

and go much further. The bill we will announce on Monday, as well as the entire strategy we will accelerate,
both nationally and at the European level, is an acceleration of this reindustrialization, which is absolutely key.
We need more work, more capital, more technical progress, with one goal in mind: to have a real response to
climate change and biodiversity, more good jobs for our fellow citizens, and more independence for our nation in
an uncertain geopolitical world.” 11 May 20238. https:/www.elysee.fr/emmanuel-macron/2028/05/11/accelerer-
notre-reindustrialisation-le-president-presente-sa-strategie. Accessed 15 January 2025.
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Deindustrialization, Decarbonization, and Decline

Under what conditions might GIP generate electoral returns? Given that GIP is a market-
based policy, it is relatively benign, meaning that generalized impact is unlikely (Hamel, 2025;
Mettler, 2011; Pierson, 1993), and therefore it needs to counter the economic narrative of
local life to generate incumbent rewards. To motivate my argument of its electoral eflicacy in
communities at risk of sustained deindustrialization, I build on existing work that studies the
electoral consequences of import competition and the green transition.” Broadly, this research
suggests that absent policy intervention economic risk and deindustrialization in particular
shifts communities rightward. By bringing economic investment into communities at risk of
further decline, GIP may limit this shift by insulating against further job loss, by reinvigorating
the diminished industrial status of these communities, or by providing a novel source of tax
revenue. Investments from GIP therefore are more relevant in what I call doubly-pressured
communities, those highly exposed to globalization and decarbonization risks. For example,
the opening of a battery manufacturing facility in Michigan is arguably more relevant and
notable than the same facility in the San Francisco Bay Area given recent economic trends.
In what follows, I highlight the threat of deindustrialization via trade and climate mitigation
policy to ground intuition for the varied electoral impacts of GIP across communities.

Over the past decade, an expansive literature has assessed the impact of globalization, pri-

marily via trade exposure,® to a variety of political and economic outcomes (Autor, Dorn and

°I focus on trade-induced job loss as the primary antecedent condition for which GIP investment may operate
in a compensatory fashion given that the U.S. has no federal carbon-pricing policy similar to the EU ETS. While
market forces have facilitated a shift from coal to natural gas, there is not a policy placing a price on carbon.
Regardless, the insight that green investment may act as compensation and/or insurance still holds in other contexts
with carbon prices. If carbon pricing has facilitated further job loss, then it could simultaneously compensate and
insure along a single dimension of carbon emissions intensity. Furthermore, while automation has likewise induced
manufacturing job loss (Acemoglu and Restrepo, 2020), the public (mis)attribution of import competition as the
driver of job loss (Mutz, 2021) and the politicization of trade motivates my choice of import competition as one
of the primary dimensions of deindustrialization risk.

bSee (Scheiring et al., 2024) for a recent overview of both the trade and non-trade impacts of globalization.



Hanson, 2013; Autor et al., 2020; Ballard-Rosa et al., 2021; Bez et al., 2023; Colantone and
Stanig, 2018; Feigenbaum and Hall, 2015; Meyerrose and Watson, In Press; Scheve and Ser-
lin, 2028). Often these economic shocks are translated to the voting booth via the perceived
decline or slight in status (Gidron and Hall, 2017, 2020; Hochschild, 2018; Lipset, 1955)
leading to an embrace of more polarized (Feigenbaum and Hall, 2015) or authoritarian view-
points (Ballard-Rosa et al., 2021).

In the United States, this literature documents how deindustrialization, especially of low-
cost manufacturing (Autor, Dorn and Hanson, 2018), decreased incumbent support (Jensen,
Quinn and Weymouth, 2017), increased anti-globalist beliefs (Bisbee and Rosendorfl, 2024),
and led to rightward shift alongside greater polarization among the electorate (Autor et al.,
2020). Considering deindustrialization via lay-offs, decreased manufacturing employment was
particularly important in driving white voters towards Trump in the 2016 election (Baccini and
Weymouth, 2021). Economically, the longer term impact of import-induced deindustrializa-
tion has been a replacement of manufacturing jobs with lower productivity service positions
via generational turnover or migration in-flows (Autor, Dorn and Hanson, 2018). This poorer
economic performance and its economic and political consequences experienced by these com-
munities has been substantiated at the micro-level (Broughton, 2014; Ternullo, 2024). Put
simply, community members are keenly aware of these socio-economic consequences of man-
ufacturing job loss.

Alongside the rapid expansion of global economic interdependence, a growing awareness
of the catastrophic risk of unmitigated climate change has increased calls for greater action to
reduce carbon emissions. Considering that electricity generation and industry are the most
concentrated forms of carbon emissions, they have often been considered low-hanging fruit

7

in the road to net-zero.” Existing approaches to climate mitigation, via price-based mech-

’Compare the concentration of emissions of a single power generation facility or steel plant with the dispersed
nature of transportation. For example, an integrated steel mill, such as the Cleveland Cliffs plant in Cleveland



anisms or command and control regulation, place concentrated costs on emissions-intensive
employment, suggesting these individuals should be more opposed to greater ambition (Col-
gan, Green and Hale, 2021). Absent some form of intervention, increased climate action is
at risk of backlash due to economic erosion via decarbonization-induced deindustrialization.
Evidence from Europe suggests that some of the effectiveness of mitigation efforts to date
have been achieved via deindustrialization and carbon leakage, demonstrating the threat of
continued climate action on traditional industry employment (Thombs, Zhang and Sovacool,
2025).

Observationally, Gazmararian (2025) demonstrates how the fracking revolution, a market-
rather than policy-based shift, induced a strong rightward shift in coal communities following
2008. Areas once consistently supporting Democratic candidates have become strongholds
of the Republican party under Trump when exposed to an energy transition absent state in-
tervention.® Beyond the United States, other work demonstrates a shift towards the far-right
as these parties adopt anti-climate positions among workers more exposed to the costs of the
green transition (Heddesheimer, Hilbig and Voeten, 2024). These behavioral findings are in
line with existing survey work that finds employment in carbon-intensive industries is pre-
dictive of less support for U.S. engagement in climate cooperation (Bechtel, Genovese and
Scheve, 2019), as well as heightened concern of the costs of climate action among individu-
als with more carbon-intensive lifestyles due to wealth or gender (Bush and Clayton, 20238;
McCright and Dunlap, 2011). Political polarization between the parties on climate action is

likewise evident among the electorate in the U.S. context, with Republican voters increasingly

Ohio reported more than 4 million tons of CO2 emissions in 2023, whereas the neighboring natural gas-fired
power plant in West Lorain emitted 700 thousand tons. A typical passenger vehicle in the U.S. emits 4.6 metric
tons per year. Plant data comes from the EPA FLIGHT database, passenger vehicle emissions statistic comes from
the EPA. See https://www.epa.gov/greenvehicles/greenhouse-gas-emissions-typical-passenger-vehicle for further
details.

8Given that natural gas has roughly half the carbon intensity of coal, the shift towards natural gas due to the
fracking revolution contributed to a substantial decline in U.S. emissions over the past few decades. For this reason,
I consider it a case of an unembedded energy transition, especially in coal communities.
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holding anti-climate positions (Egan and Mullin, 2017, 2024). Individuals, then, are aware of
the concentrated costs of the green transition, and generally unwilling to shoulder these costs
unassisted.

Taken together, both globalization and decarbonization present concentrated costs to com-
munities with industrial production. While the initial impacts of globalization have largely
played out, potential consequences of climate mitigation remain. For these communities
caught between the two economic transformations, successful policy intervention presents an
opportunity for electoral rewards, in particular when policy targets the issue of deindustrial-
ization. By addressing a, if not the, core economic issue faced by these communities, inter-
ventions counter local socioeconomic trends. Broadly, this suggests an interpretation of GIP
as potentially both ex ante insurance and ex post compensation for the economic consequences of
decarbonization and globalization respectively.

As a compensatory device, GIP can reinvigorate industrial production and employment in
communities exposed to the negative consequences of increased economic integration. This
compensation might occur either materially, given direct employment benefits or increased tax
revenues, or by returning manufacturing employment to a privileged position in local economic
life. Tax revenues and employment gains counter trends towards lower earnings and poorer
public service provision due to earlier manufacturing job loss (Autor et al., 2025; Feler and
Senses, 2017). Symbolically, ample research emphasizes the importance of manufacturing
employment to communities perceived status and the subsequent loss incurred when these jobs
disappeared, hence the return of manufacturing, especially clean or “advanced” manufacturing
may partially address these grievances (Bergquist et al., 2020; Broughton, 2014; Ternullo,
2024). Taken together, this suggests that GIP is more likely to generate incumbent benefits in
locations with increasing import exposure.

As an insurance device, GIP can insulate industrial production and employment in com-
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munities with ample existing emissions at risk of heightened costs due to the green transition.
Novel industrial or energy production can improve the resilience of the local economy by pro-
viding alternative employment opportunities in industries (e.g., solar or batteries) with less risk
of decarbonization costs. Alternatively, when these investments enable the decarbonization of
existing emissions-intensive industry, production becomes more resilient and competitive un-
der greater climate action. Put differently, green technological innovations applied to brown
industries that decarbonize them reduce the commercial risk of future mitigation policy and
consequently decarbonization-induced industrial job loss. Rather than replacing brown with
green industry, this suggests that for many manufacturing industries, even highly emissions in-
tensive ones (e.g., cement or steel), clean investment is not a substitute for traditional industry,
but can be complementary. In contrast, this is less likely to be the case for fossil fuel-based
industries as clean energy is more likely to operate as a substitute than a complement to fossil
energy sources. Taken together, this suggests that GIP is more likely to generate incumbent
benefits in locations with increasing emissions, especially from manufacturing sources.

Thus far, I have focused on GIP as a compensation or insurance device in isolation. How-
ever, given that areas suffering from import competition may still have substantial emissions,
there is a synergy between the two dimensions.” These places, typically the core industrial
heartlands of the 20" century, are doubly-pressured between the twin economic transforma-
tions of the contemporary era: globalization and decarbonization. In theses communities “lost
in transition” GIP is most likely to generate incumbent electoral benefits as the local relevance
of both insurance and compensation described above are in play. These investments counter
local narratives of economic decline and decay, that do not occur in non-pressured commu-
nities having experienced different economic trajectories in recent years. Thus, I expect a

differential electoral response to GIP investment conditioned by local economic experience

9In Appendix A, I provide more details on the empirical overlap and relationship between the two dimensions
in the U.S. context.
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and risk of deindustrialization.

Table 1 enumerates the theoretical expectations from above that guide the empirical anal-
ysis in the remainder of the paper. For any of the hypotheses to have empirical support, GIP
investments need to be visible and credible, otherwise investment is unlikely to counter local
economic trends.!’ H1 provides a generalized expectation of electoral impact: places receiving
investment are more likely to vote for the incumbent. Given the insuring and compensatory
dimensions of GIP, H2 and H3 present conditional hypotheses in terms of increased expo-
sure to import competition and decarbonization risk respectively. The core hypothesis of my
argument, H4, states that doubly-pressured communities are where electoral consequences
are most likely to take place, that is the increase in incumbent vote share should be largest.
Finally, H5 probes this differential response further by considering whether the electoral con-
sequence of GIP investment varies with distance from it, if benefits are decreasing with distance
than any electoral consequence should likewise decrease. If local context does indeed shape
electoral consequences, this spatial decay in electoral consequence should be more evident in

doubly-pressured communities than non-pressured ones.

Data and Design

Passed in August 2022, the Inflation Reduction Act represents the largest climate expenditure
package in the U.S. to date. Subsidies, primarily via tax credits to business and consumers,
incentivize technological innovations that reduce carbon emissions from industrial production
or for investment in manufacturing facilities for green technologies. In Appendix A, I provide
additional details on the specific tax credits in the IRA and how they introduced novel or

updated existing financing mechanisms for the green transition. Broadly, the tax credits nudged

197 assess the visibility of investment by looking at local newspaper coverage of investments in Michigan counties,
whereas [ consider varying levels of investment credibility by differentiating between announced versus under
construction or operational investments in the empirical design. I address each point in further detail below.
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Table 1: Hypotheses on the Political Effects of Firm-Facilitated Policy

Label Hypothesis Conditional | Empirical
Context? Effect?
H1: Credible In- | Credible GIP implementation increases in- | None 1T  Demo-
vestment cumbent vote share. cratic  vote
share
H2: Compensa- | Credible GIP implementation has a greater | Import- 1T Demo-
tion Dimension effect in areas affected by import competi- | affected cratic  vote
tion. counties share
H3: Insurance | Credible GIP implementation has a greater | Carbon- 1T Demo-
Dimension effect in carbon-intensive areas at risk from | intensive cratic  vote
decarbonization. counties share
H4: Doubly- | Credible GIP implementation has a greater | Doubly- 1T Demo-
Pressured effect in areas facing both import competi- | pressured cratic  vote
tion and carbon risk. counties share
Hb5: Distance In- | Incumbent vote share is decreasing in the | Within DP | |  Demo-
tensity distance from credible GIP implementation | counties cratic  vote
share

investments in clean energy production or manufacturing for clean technologies.

Whereas Democrats have increasingly championed climate issues and stressed the reshoring
of American manufacturing in the Harris campaign, the Trump campaign centered its attempts
to address deindustrialization around tariffs as a means of correcting trade deficits and bringing
back manufacturing employment, not just its green variant. Communities doubly-pressured
by decarbonization and globalization, therefore, faced a policy cross-roads in the 2024 elec-
tion, at least in terms of economic policy-making. Economic revitalization might take place
via subsidized decarbonization and green manufacturing, as presented by the Democrats, or
via greater economic autarky and punitive tariffs, as presented by the Republicans. In either
case, state intervention to shape manufacturing employment was prominent for both parties;
what varied was the policy instrument between them and the Democratic embrace of green
spending. Absent green investment impact, voters within these doubly-pressured areas are

likely to find the Trumpian economic appeal enticing, in line with existing work on the elec-
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toral consequences of the green transition absent a carrot-based approach (Colantone et al.,
2024; Gazmararian and Tingley, 2023; Heddesheimer, Hilbig and Voeten, 2024).

To assess the electoral impact of GIP, I utilize county-level data on investment, imports,
emissions, and presidential voting in a difference-in-differences framework from 2000 to
2024. Vote share data is combination of historical records from the MIT Election Lab and
my own collection for the 2024 election. I use the original import shock measure from Au-
tor, Dorn and Hanson (2018) to capture historical trade exposure alongside plant emissions
data from the EPA’s FLIGHT database. Import data ends in 2008, whereas I use plant-level
emissions from 2012, the earliest year available with consistent reporting, to ensure that this
measure of transition risk is pre-treatment. Country-level controls for matching and propen-
sity score weighting come from the 2000 U.S. Census.

Green investment data comes from Rhodium Group’s Clean Investment Monitor. It mea-
sures capital expenditure for investments eligible under the IRA, as an alternative to withheld
taxes by firms via the policy’s tax credit mechanisms. I utilize data through the fourth quar-
ter of 2024 thereby providing the closest picture of investment development to the Novem-
ber election. Investments are broadly categorized into three groups: (1) Manufacturing, (2)
Energy and Industry, and (3) Retail. Geo-located data are available for these first two cate-
gories. Manufacturing investment refers to any investment made to facilitate the production
of greenhouse gas reducing technologies. Energy and Industry investments are those which
decarbonize existing production sites or build out clean energy sources.

An example may help to clarify the difference between the two, consider solar panels:
An investment made to produce solar photovoltaic cells, a key component in solar panels,
in a given county is a manufacturing investment as it develops novel manufacturing capacity
in the area. In contrast, capital expenditure to develop a solar panel field is an energy and

industry investment as it is intended for decarbonized power generation. In one situation, the
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investment facilitates increased manufacturing capacity, whereas the other replaces existing
carbon-intensive production processes. The former example adheres to a situation in which
GIP builds out novel industries, whereas the latter is closer to public assistance to facilitate the
decarbonization of existing industry. Other manufacturing industries eligible for tax credits
include: wind, electric vehicles, batteries and electrolyzers among others. The energy and
investment category includes innovations to traditional industry such as steel, paper and pulp,
and cement alongside the development of sustainable aviation fuels, geothermal, hydrogen,
and wind or solar farms among others. The retail category is excluded.

A central challenge to assessing the impact of the IRA is selection into investment. I elab-
orate my strategy to address this issue first as it clarifies the intuition behind my measurement
strategy for capturing the impact of the IRA at the county level. To address potential selection
bias, I focus on counties in which some investment signal has taken place, meaning that invest-
ment must be at minimum announced. Given that certain counties may be more amenable to
green investment than others, this minimal display of commercial intention and risk lets me
account for underlying characteristics that differ across the U.S. In Figure 2, I plot the monthly
distribution of investments by status between August 2022 and November 2024. While there
is a trend in terms of earlier investments being more likely to be completed, timing is not
deterministic of investment status.

The distinction between investment status motivates my measurement of policy impact
and therefore treatment. Counties with announced investment as of November 2024 serve as
my control group whereas counties with either under construction versus operational invest-
ment are considered to have been treated by policy impact. Figure 3 visualizes the sample by
investment status. | generate a binary measure of visible investment taking a value of 1 if any
investments have become operational or under construction after the IRA was announced in a

given county. Along the intensive margin, I use the logged capital expenditure for projects with



either status. Finally, as an alternative measure, I consider the proportion of operational and
under constructions to the sum of all three types. These measures broadly capture the impact
of more credible and visible forms of investment. Given that some counties receive several
investments, this binary treatment definition is a conservative one: a single investment that is
beyond the announced stage counts as being treated. This aggregates more weakly impacted

counties to those with more investment, biasing results against my theoretical expectations.
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Figure 2: Monthly Facility Announcements by Status (2022-2024)
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To measure exposure to globalization and decarbonization, I quartile counties by their
import exposure and total emissions. I then define a county as “lost in transition”, or doubly-
pressured by the these deindustrialization threats, if it is jointly above the median in each
dimension. As an alternative, I disaggregate this binarized measure and consider counties that
are jointly in the top quartile along both dimensions as the most doubly-pressured. Counties
with one dimension in the fourth quartile and the other dimension in the second or third quar-
tile are moderately caught between the two transformations. Counties in the second and third
quartile in both dimensions are in the third category. Counties with second or third quartile

emissions, but low trade exposure are in the second category. The baseline is any county that
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sits in the first quartile in terms of emissions, regardless of historical import exposure. Besides
these composite measures of both dimensions, I also consider differential effects of investment
along each individually. In Figure 4 I plot counties by the extent of import and emissions
exposure using the disaggregated categorical variable described above.

Figure 3: County Status as of November 2024
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While my sample selection reduces some concern about selection bias, noticeable differ-
ences still remain between counties depending on investment status, hence I leverage inverse
propensity score weighting and matching to ensure comparison across counties is balanced in
my estimation. Using 2000 Census data, I estimate propensity scores for investment treatment
status using the following variables: percent male, percent Hispanic, median income (logged),
percent of households under the poverty line, unemployment rate, labor force rate, and age.
In Appendix B, I demonstrate that the covariate balanced propensity scores generate a virtually
identical sample and provide sample statistics. I include the inverse of these propensity scores
as weights to estimate the impact of investment and transition-pressure status on Republican

two-party vote share in the following difference-in-differences specification:
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Figure 4: Extent of Cross-Pressure between Globalization and Decarbonization

RVS;: = A\t + a; + SiInvestment;; + SaInvestment;; x Doubly-Pressured; + €., (1)

Where \; and «; are election-year and county fixed effects and Investment and Doubly-
Pressured are indicators for treatment and exposure status respectively. I omit the marginal
effect of Doubly-Pressured as it is collinear with the unit fixed effects. Causal identification in
a difference-in-differences framework requires we find plausible that absent investment the
trends in voting behavior between counties would have remained similar in their trajectories.
I probe for violations of the parallel trends assumption with placebo tests in which I assess for
differential trends in voting as if investment patterns had taken place in prior elections. Figure
5 presents one such check through an events study visualization. In Appendix B, I conduct

an equivalence test finding once again no clear violations to the parallel trends assumption

(Hartman and Hidalgo, 2018).
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The pair of weighting strategies to address endogeneity above make this identification more
plausible as they better ensure that counties under comparison are similar on observable factors.
Put differently, there would need to be some alternative time-varying characteristics driving
any observed shift in voting behavior in counties receiving investment, or investment and
stuck in transition status, despite these similarities. Under these assumptions, 81 identifies the
causal effect of investment in non-pressured counties, whereas 3o identifies the conditional
effect of investment in doubly-pressured counties. Evidence in favor of my argument would
take the form of a negative coefficient for the interactive By coeflicient, meaning that visible
investment in doubly-pressured counties results in greater incumbent, that is Democratic, vote
share shifts than in non-pressured counties. Substantively, this can be interpreted as GIP being
more effective in blunting the rightward shift that took place in 2024 throughout much of the
country in doubly-pressured counties compared to elsewhere.

Given that Autor, Dorn and Hanson (2018) measure the rise of China’s imports at the
commuting zone level, I cluster standard errors in all regressions at this level rather than the
county. Likewise, as a robustness, I include commuting zone by year fixed effects to account
for differential trends in the broader region with which a given county shares the same value

along this dimension.

National Results

Table 2 presents the main results. Model 1 considers the effect of investment on Republi-
can two-party vote share across all counties in the sample, that is those in which investment
was at minimum announced by November 2024. Given the binary nature of the Investment
variable, its coefficient can be interpreted directly: the shift from announced investment to un-
der construction or operational investment in terms of percentage point change in Republican

vote share. Overall, we observe a 1 percentage point (p.p.) decrease, albeit one that is below
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Table 2: GIP, Deindustrialization Risk and Republican Vote Share

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8

Investment —0.01 0.00 —0.03**  —0.00 —0.01 —0.02* —0.00 0.00
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
Investment x Doubly-Pressured —0.02** —0.03***
(0.01) (0.01)
Investment x Low Exposure 0.00
(0.01)
Investment x Some Exposure —0.01
(0.01)
Investment x Moderate Exposure —0.03***
(0.01)
Investment x High Exposure —0.02*
(0.01)
N 6948 4533 2415 6948 4533 2415 6948 6948
Counties 993 648 345 993 648 345 993 993
R? 0.89 0.90 0.87 0.90 0.98 0.97 0.97 0.97
Adj. R? 0.88 0.89 0.85 0.88 0.95 0.90 0.94 0.94
C-Zone by Year FE? v v v v

The outcome variable is the Republican two-party vote share. Investment is an indicator for any operational or under construction investment. Model 2 subsets to non-
pressured communities, whereas models 8 and 5 subset to doubly-pressured communities. All models include county and year fixed effects, with models 4 through 7 including
commuting zone by year fixed effects. Robust standard errors clustered at the commuting zone. ***p < 0.01; **p < 0.05; *p < 0.1

conventional levels of statistical significance.

In columns 2 and 3, I split the sample to consider non- and doubly-pressured communi-
ties respectively, assessing the marginal effect of visible investment within each county group.
Whereas investment in non-pressured districts, as in the full sample, has no impact on vot-
ing behavior, it is associated with a 38 p.p. decrease in Republican vote share. Consistent
with these marginal effects, column 4 interacts Doubly-Pressured with Investment among the en-
tire sample, resulting in investment causing a 2 p.p. smaller shift towards the Republicans in
doubly-pressured counties than in non-pressured counties. As a first cut, we observe little gen-
eral electoral impact of GIP investment, yet this masks substantial heterogeneity conditional
on deindustrialization risk.

In columns 5 through 8, I interrogate these effects further. Each of the models accounts for
heterogeneity in trends at the commuting-zone level, meaning that comparisons leverage shifts
in investment and pressured status within the same commuting zone each election. If one finds

plausible that commuting zones share many similar economic challenges, then this battery of
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controls further increases confidence in the results as any semi-local time-varying confounders
are accounted for. Models 5 and 7 replicate the sub-group marginal effects of investment,
with similar results: We observe electoral shifts in locations in which deindustrialization risk
is greater. Lastly, in Column 8 I operationalize doubly-pressured status with the categorical
variable described above. Recall the baseline (represented by Investment) is the set of counties
with the lowest quartile of emissions, irrespective of import exposure. Reassuringly, both the
moderate and high exposure interactions are negatively signed and statistically distinguishable
from zero. These two categories correspond to those counties with either joint fourth quartile
exposure on both dimensions or a combination of fourth quartile and second or third quartile
exposure on either dimension.

Figure 5 visualizes these results in an event study design analogous to Column 4 in Table
2. The panels visualize the impact of investment on voting behavior between doubly- and
non-pressured counties respectively. As noted above, the panels suggest no clear violations of
the parallel trends assumption among either subgroup, in Appendix A I provide an equiva-
lence test following Hartman and Hidalgo (2018). The slight blip observed in 2016 (0.005)
is well within the joint equivalence range (-0.06, 0.06). In this design, investment in doubly-
pressured counties is associated with a 1.5 p.p. shift away from the Republican party. In Figure
6, I visualize the relationship along the intensive margin of investment using the interflex
package (Hainmueller, Mummolo and Xu, 2019), subsetting to only those counties receiving
investment, and consider the marginal effect of doubly-pressured status. Once again, we ob-
serve a negative relationship between deindustrialization risk, investment and Republican vote
share.

In Appendix Tables B7 and B8 I measure investment along the intensive margin and in
terms of the proportion of total investment that is operational or under construction. The re-

sults are analogous to what is presented in Table 2 with investment measured via logged capital
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Figure 5: Pre-Trends of Average and Conditional Effects of GIP
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expenditure or proportionally being a significant predictor of feedback in doubly-pressured
counties, but not elsewhere. Substantively, a one standard deviation increase in logged expen-
diture or the proportion of operational or under construction investment decreases Republican
vote share by roughly 1%. As further robustness, I estimate a set of regression equations with
varying fixed effects to account for other sources of time-varying confounding. In Appendix
Table B10 I replace the commuting-zone by year fixed effects with state by year fixed ef-
fects with results similar to those in Table 2 barring a slight attenuation on the interaction
between Investment and High Exposure rendering it insignificant at conventional levels. In Ap-
pendix Table B11, I add demographic quartile by year fixed effects meaning that comparisons
are among counties with similar demographic profiles as of the 2000 Census. The subgroup
marginal and interaction effect remains consistently negative. I likewise replicate Table 2 in

Appendix Table B9 but omit the propensity score weights with the primary difference being an
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Figure 6: Marginal Effect of Doubly-Pressured at varying CAPEX levels
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increase in precision. Lastly, I progressively drop election years to probe whether the results
are driven by observations in which variation in Investment was not possible—while coeflicients
attenuate slightly they remain significant up to and including the exclusion of the 2012 election
(i.e., 2016-2024). Taken together, these results provide strong evidence in favor of the fourth
hypothesis.

To further disaggregate the electoral effects of GIP, Table 8 breaks down variation along
each dimension of deindustrialization threat respectively. Odd columns consider import ex-
posure, whereas even columns consider emissions exposure. Models 1 and 2 replace doubly-
pressured status with binned exposure measures of each dimension. In terms of imports there
is an increasingly negative trend, albeit below conventional significance levels. For emissions,
there is a negative trend in feedback with the most exposed counties increasingly shifting to-

wards the Democrats after receiving investment.
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Table 3: GIP along Individual Exposure Dimensions

Model 1

Model 2 Model 3

Model 4

Investment

Investment x Doubly-Pressured
Investment x 2nd Quartile
Investment x 3rd Quartile

Investment x 4th Quartile

0.00
(0.02)

—0.01
(0.02)
—0.02
(0.02)
—0.02
(0.02)

0.01 —0.00
(0.01)  (0.01)
—0.03**
(0.01)
—0.01
(0.01)
—0.02**
(0.01)
—0.03**
(0.01)

—0.00
(0.01)
—0.03**
(0.01)

Emissions?
Imports?
N

R2

Adj. R?

v
6948
0.97
0.94

v
v

6948 5389
0.97 0.97
0.94 0.93

v

5940
0.98
0.93

The outcome variable is the Republican two-party vote share. Investment is an indicator for any operational
or under construction investment. Odd models consider import exposure. Even models consider emissions
exposure. The baseline in Models 1 and 2 is the effect of investment in counties in the second quartile of the
respective dimension. In Models 8 and 4 it is for counties not in the first quartile for the respective dimension
but below median values in the other. In Table B14 I progressively drop quartiles extending the analysis in
Models 8 and 4. All models include county, year and commuting-zone by year fixed effects. Robust standard
errors clustered at the commuting zone. ***p < 0.01; **p < 0.05; *p < 0.1
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In Columns 8 and 4, I reintroduce the Doubly-Pressured and Investment interaction while
subsetting to only counties with emissions above the first quartile. This allows a comparison
of counties with moderate to high values on one dimension of deindustrialization risk, but low
values on the other and counties with third or fourth quartile values on both dimensions. While
Table 3 provides some evidence in favor of the third hypothesis, considering emissions or im-
ports individually neglects the synergy each economic transformation presents to communities
with respect to the threat of economic erosion due to deindustrialization. Even omitting those
counties with relatively low values, doubly-pressured counties receiving investment were less
likely to vote for Trump compared to counties with some degree of deindustrialization risk.

In Appendix A, 1 disaggregate emissions by the source of origin and consider whether
the electoral effects are consistent for communities with ample manufacturing- or fossil fuel-
derived emissions. In Table A3, I find that doubly-pressured status based solely on fossil fuel
emissions has no differential response to investment. In contrast, communities with ample
emissions from manufacturing sources and import exposure shifted roughly 8 p.p. to the
Democrats following investment. This heterogeneity based on emissions source suggests the
above results are driven primarily by incumbent benefits in communities in which investments
complement the decarbonization efforts of existing industry rather than replacing them in the
case of fossil fuels. This is despite the fact that the IRA included increased tax incentives to
firms that located their investments in Energy Communities, places with substantial fossil fuel
employment and above average unemployment. These Energy Communities shifted towards
the Republicans following investment. Whereas clean energy investment and manufacturing
can serve as a complement to existing carbon-intensive manufacturing, this is less likely to
be the case with fossil fuels. For these latter communities, the shift towards renewable power
generation is a direct replacement of fossil fuel sources. While these carbon-intensive com-

munities are both cognizant of the economic risk of increased climate action, these results



demonstrate they do not react to assistance in the same fashion.

The above results consider county voting trends. A concern with this approach is it re-
mains difficult to adjudicate between individuals switching their vote between parties, different
individuals voting between elections within a given county, or some combination of the two.
To overcome these concerns, I use the CES 2020-2024 panel survey to assess not only vote
choice, but also approval of the IRA and former President Joe Biden. In Appendix B, I pro-
vide further details on the survey and measurement. In Table 4 I consider whether investment
in doubly-pressured counties had a differential impact on individual preferences and voting
behavior. On support for the IRA, there is no evidence of a differential response: Investment
in non-pressured counties is associated with a 4 p.p. increase in support with no additional
difference in doubly-pressured counties. While investment increased support for Biden’s land-
mark climate bill, approval of the former President did not change in either group of counties.
Finally, in terms of voting trends, I find similar results to the county-level findings: whereas in-
vestment is not predictive of a change in voting patterns in non-pressured counties, individuals
in doubly-pressured counties were 8 p.p. more likely to vote for the Democratic party in 2024
compared to 2020. Whereas individuals in either set of county viewed policy more favorably
after witnessing its impact, this only translated to a shift in voting behavior in areas with higher
risk of deindustrialization. Building on the findings from above, in Table B15 I find that this
shift towards the Democrats is primarily among those individuals doubly-pressured counties

with ample manufacturing emissions, but not fossil fuel emissions.

Michigan Results

Taken together, the results thus far present consistent evidence in favor of the fourth hypothe-
sis: GIP can indeed generate incumbent effects in contexts in which it counters local economic

trends. Investment from GIP such as the Inflation Reduction Act thwarted the shift towards

27



Table 4: CES 2020-2024 Panel Results

IRA Approval Biden Approval Vote Democratic Vote Republican

Investment 0.04*** —0.01 —0.00 0.01

(0.02) (0.02) (0.01) (0.01)
Investment x Doubly-Pressured —0.00 —0.01 0.03* —0.02

(0.03) (0.02) (0.02) (0.02)
N 10818 10818 8520 8520
Clusters 5415 5415 5262 5262
R? 0.86 0.94 0.97 0.97
Adj. R? 0.72 0.88 0.93 0.91

All models include respondent, year, and state by year fixed effects. Models 1 and 2 include the 2022 and 2024 CES waves. Models 8 and 4 include
the 2020 and 2024 waves. Robust standard errors clustered at the respondent. ***p < 0.01; **p < 0.05; *p < 0.1

the Republican party that swept much of the U.S. in 2024 in those counties with substantial
exposure and risk of deindustrialization. In this section, I probe this differential response fur-
ther looking at variation in electoral effects within counties using novel precinct data as well as
provide evidence on the local media coverage of investment in these communities and efforts
by semi-public groups to revitalize doubly-pressured counties. These analyses serve several
functions to further probe the argument. First, given that firm investments are rather benign, it
is questionable whether individuals are aware of investments taking place. This lack of visibility
might be overcome in several fashions: by living closer to investment and therefore seeing the
change take place or via local media coverage and political communication. Second, it lets me
assess whether these doubly-pressured counties do indeed consider themselves in a different
light with respect to deindustrialization.

I conduct these analyses in Michigan for several substantive and design-based reasons.
Substantively, Michigan has a long-standing history of energy intensive manufacturing, most
evident in the automotive industry. Much has been written on the decline of Michigan man-
ufacturing, and it is a quintessential example of the American Rust Belt. Most of the state’s

11

energy comes from fossil resources,”” meaning that even if industry is electrified there are

"Natural gas and coal are the two largest energy vectors in the electricity supply. See https:/www.grid-
info.com/michigan for a full breakdown.
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substantial embedded emissions. As a state, Michigan is, arguably then, representative of an
economy with substantial industrial heritage, but also significant risk of further economic ero-
sion absent decarbonization assistance. From a design perspective, Michigan has several de-
sirable characteristics making it suitable for a intra-county analysis. First, the combination of
ample investment, roughly 40 to date, coupled with a large number of counties (83) makes
more feasible a comparison of the change in micro-level voting patterns within counties over
time. Furthermore, counties are roughly similar in size, meaning that intra-county sample
of precincts is comparable in size and that the distribution of distances has a common band-
width across counties. This is also desirable from a media coverage perspective: if counties
are roughly similar in size the distribution challenge of a given local news source, and hence

its reach, is arguably similar.

Visibility and Distance

Thus far, I have considered any electoral impact of GIP to be uniform with counties. In this
section, I relax this assumption and investigate whether the visibility of investment, as measured
by distance, shapes its electoral consequences. Drilling down further, I expect that incumbent
vote share is decreasing with distance all else equal as communities closer to investments are
more likely to observe the impact of GIP. For these individuals closer to policy impact, it
represents a more visible departure from economic erosion and may provide local economic
benefits such as employment and tax revenue. In the following section, I document these
benefits and pervasiveness of this perception of risk and the plight of deindustrialization more
thoroughly.

To consider variation in electoral effects requires sub-county voting records, I utilize precinct
voting records to generate such a dataset. These fine-grained records permit such an analysis

of spatial variation in the electoral consequences of GIP. Precinct level voting data comes from
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the Michigan Secretary of State. These data provide me with precinct names that I fuzzy match
within county to shape files from the Michigan Bureau of Elections. This process results in an
average of 96% of all precincts being successfully matched to a polygon over the three elections
(2016-2024). Given that precincts are meant to cover a similar number of registered voters,
the number and shape of precincts varies election to election. To recover a panel data struc-
ture, I overlay 25 km? grids within each individual county shapefile. The primary assumption
needed to recover a consistent panel is that the population distribution is uniform within each
precinct, but may vary across precincts. Given that precincts adjust each election to cover a
similar number of voters, this seems plausible. I use the intersection of grid cells with precinct
shape files to then calculate the grid cell vote totals and Republican vote share. In essence, my
measure of voting behavior at the grid cell is the weighted sum of these intersections. I provide
more details on this data generating process in Appendix C.

I measure visibility as the distance between an investment and a grid cell centroid. Given
the focus on the shift between announced and under construction and operational GIP, this
distance is non-zero for all observations in the final analysis. In total, the sample includes 29
counties (35%) and roughly 900 grid cells over the three elections between 2016 and 2024.
Investment and pressure status remain the same as above and are coded at the county-level,
hence my preferred specifications, in which I include county by election year fixed effects,
omits the marginal coeflicients of these county-level variables as they are collinear with this

battery in the following:

RVS;; = a; + A\t + vt + Bilnvestment; x Distance;+
(2)

B2Investment,; x Distance; x Doubly-Pressured, + €.

where i indexes grid cells, ¢ counties, and ¢ election years. Given the inclusion of county
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by year fixed effects, 31 identifies the change in Republican vote share with distance in non-
pressured counties receiving investment, whereas (B2 identifies the analogous change, but in
doubly-pressured counties. I estimate Conley standard errors using a cutoff of 180 km.!?
Evidence in favor of hypothesis 5 would consist of a positive coeflicient on the triple interaction
(B2): that is areas further away from investment are more likely to vote Republican within
counties stuck in transition.

Table 5 presents the results. To facilitate interpretation, I include a standardized coeflicient
at the bottom of the table for each of the triple interaction terms. As is evident, the size of the
effect across all three models is quite similar. Column 1 contains only grid cell and election
year fixed effects, hence I include the time-varying county-level explanatory variables. Model
2 adds county by election year fixed effects. In Model 3, I log the distance variable. In Model
4, I quartile the distance measure and interact it with investment and investment and doubly-
pressured respectively.

Column 1 replicates the national-level result in Michigan: the interaction between invest-
ment and pressure status is negative, denoting a roughly 1 percentage decrease in Republican
vote share. The triple interaction is not distinguishable from zero in these models. In Models
2 and 3, I find evidence for the fifth hypothesis. In either operationalization, raw or logged
meters, I find a one standard deviation increase in distance from the investment site predicts
a twentieth of a standard deviation increase in Republican vote share in doubly-pressured
counties. In contrast, there is no evidence of within county variation in electoral impact in
non-pressured counties. This is reassuring given that there is no evidence thus far of voting
shifts taking place writ large in these counties. Finally, column 4 contains the quartiled dis-

tance measurement with similar results. Given the binary operationalization of all interacted

121 choose this cut-off based off a back of the envelope calculation about the largest distance within most Michigan
counties (60km). Given that most counties are roughly square-shaped this is the diagonal between opposing corners.
To incorporate counties that are close by and may influence the results, I multiply this by 3 to account for potential
spillovers beyond the county. Alternative cutoff measures do not consistently alter the results.
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variables the interpretation is straightforward: grid cells in the third and fourth quartiles from
investment voted roughly 1 p.p. and 1.5 p.p. more for the Republican party than those re-
spondents more adjacent to investment. Substantively, individuals living more than 21 miles
voted at higher rates for Trump compared to their within county peers that were within 8
miles of investment. Once again this spatial variation within counties is only visible in places
in which investment goes against the trend of deindustrialization.

In Michigan, the impact of investment is highly localized. Consistent with the analysis
above, there is evidence of investment winning votes for the incumbent. The precinct-level
analysis adds further nuance to these findings: rather than investment generating widespread
gains throughout entire counties its impact is in immediately adjacent places. In the following
section, I provide evidence of the types of localized benefits that might induce such spatial
voting patterns as well as the communication efforts linking clean investment with Democratic

politics.

Local Communication and Perspectives

In this section, I provide evidence of the local benefits, information landscape, and politics sur-
rounding clean investment. These data provide insights into how changes in the local economy
reach voters and potentially impact their behavior at the ballot box. I first discuss the parallel
state-level initiatives to complement IRA funding. This provides a better local contextualiza-
tion of national-level policy initiatives and provides intuition for the partisan framing tactics of
clean investment in Michigan. I then provide evidence of the information landscape in a set of
counties which received several investments since 2022. This local news coverage substantiates
the local benefits coming from investment, but also suggests communities are aware of these
firm development projects. I expand on each of these topics in greater detail in Appendix C.

Since 2022, Michigan has experienced some of the highest levels of clean investment eligi-
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Table 5: Distance to Investment and Voting Behavior

Republican Vote Share
Model 1 Model 2 Model 3 Model 4

Investment 0.00
(0.00)
Investment x Doubly-Pressured —0.01***
(0.00)
Investment x Distance —0.00 —0.00
(0.00) (0.00)
Investment x Distance x Doubly-Pressured 0.00 0.00***
(0.00) (0.00)
Investment x Distance (log) —0.00
(0.00)
Investment x Distance (log) x Doubly-Pressured 0.01***
(0.00)
Investment x Distance Q2 0.00
(0.00)
Investment x Distance Q3 —0.00
(0.01)
Investment x Distance Q4 —0.00
(0.00)
Investment x Doubly-Pressured x Distance Q2 0.00
(0.00)
Investment x Doubly-Pressured x Distance Q3 0.01*
(0.01)
Investment x Doubly-Pressured x Distance Q4 0.01***
(0.00)
Standardized 0.02 0.04 0.04
County-Year FE v v v
N 2482 2482 2482 2482
R? 0.99 0.99 0.99 0.99
Adj. R? 0.98 0.98 0.98 0.98

The outcome variable is the Republican two-party vote share. The unit of analysis is the grid-cell year. All models include election
year and grid cell fixed effects. The standardized 8 is for the interaction term on the triple difference to make comparisons easier
between raw and logged operationalizations of distance in meters. Conley standard errors estimated with a distance cutoff of 180 km.
***p < 0.01; **p < 0.05; *p < 0.1
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ble under the IRA of anywhere in the country. Notable as well is the rather even split between
energy and manufacturing investments.'® This comparatively large amount of investment is
at least partially attributable to state-level investment schemes that have been layered on top of
the IRA in attempt to “capture federal dollars” and to “help Michigan communities that have
seen manufacturing jobs disappear and re-create the prosperity they once enjoyed.”!*

These local political developments have charged the debate around renewable energy and
clean manufacturing investments with Democratic candidates and politicians in the lead up
to the 2024 election increasingly embracing the tax incentive approach championed by then
President Joe Biden and Michigan governor Gretchen Whitmer as a means of bringing back
manufacturing employment to Michigan.'® Local Republicans, while not coming out against
job creation and business investment, have solidified their position around an “all of the above”
energy strategy, restricting the government’s ability to pick winners and losers. This position
against government subsidies is evident even among representatives in districts that have seen
billions of dollars in investment.'® State-level media coverage alongside these political posi-
tions clearly links a Democratic White House with continued manufacturing and clean energy
investment provision, whereas a Republican one would threaten such provisions.!”

Alongside the state-level development, there is ample attention to business investment at

the local level. To assess media coverage of clean investment, I examined local coverage from

¥ Energy and Industry Investments have been more typical in the country overall, but also in most other states.
Author calculations based on the Clean Investment Monitor data.

“Hendricksen, Clara. February 24, 2024. “Whitmer seeks clean energy companies.” Baitle Creek Enquirer.
Accessed July 10, 2025.

5See for example, 6™ Representative Debbie Dingell’s climate position: https:/debbiedingell.house.gov/is-
sues/issue/?IssuelD=16223.

10Sce, for example, the similar positions of 4™ district representative Bill Huizenga or 5th district representative
Tim Walberg on energy respectively: https:/huizenga.house.gov/issues/issue/?IssuelD=23825 and https:/wal-
berg.house.gov/issues/energy-gas-prices. The latter further positions himself against state interventions stating,
“We need to promote a healthier environment and spur the development and deployment of clean energy infras-
tructure without the ‘pie-in-the-sky’ mandates, regulations, and massive federal government spending.”

"House, Kelly. October 14, 2024. “Michigan a top winner of climate funds Trump wants to re-
voke.”  Bridge Michigan.  https://bridgemi.com/michigan-environment-watch/michigan-top-winner-climate-
funds-trump-wants-revoke/. Accessed July 15, 2025.
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the Local Newspaper Initiative,'® focusing on the three counties that had the most investments
for both the doubly- and non-pressured set of counties. Table C2 provides more details on
the specific investments and whether they were covered in local media. Across these six coun-
ties, local news coverage of investment was higher in doubly-pressured counties compared to
non-pressured ones (78% versus 43%). Local coverage highlighted the local economic benefits,
typically in terms of construction and expected permanent employment, but also tax revenue
that was projected to arise from investment. These revenues would be used by the commu-
nity to fund local schools and infrastructure maintenance typically. Likewise, the coverage
emphasized the community engagement and planning meetings that had taken place prior to
construction beginning, suggesting that the broader community is aware of investments. Given
the size of some investments, for example, some of the solar farms in Calhoun County are pro-
jected to be roughly 1,000 acres, local planning authority, business development organization,
and community engagement is to be expected.

These investments coincide with ample public-private efforts, typically via business de-
velopment organizations, to economically revitalize areas of Michigan that have seen reduced
manufacturing employment and subsequent economic hardship. In places such as Calhoun or
Montcalm County that experienced some of the highest levels of import competition in the
country, attracting investment and overcoming perceptions of economic decay is paramount. 19,20
These places attach some much importance to attracting investment as manufacturing remains

central to not only the economic fabric of these communities but also their identities.?!, 22

Bhutps:/localnewsinitiative.northwestern.edu/

Y“America’s Dying Cities”. February 9, 2011. Newsweek. https:/www.newsweek.com/americas-dying-cities-
66873. Accessed August 6, 2025.

2Renn, Aaron M. 2018. “Manufacturing a Comeback.” City Journal. https://www.city-journal.org/arti-
cle/manufacturing-a-comeback. Accessed July 15, 2025.

U Accelerate Jackson County. 2025. “EP#1 - A Focus on Manufacturing.”  https:/acceleratejackson-
county.org/epl-a-focus-on-manufacturing/. Accessed July 9, 2025.

%The Right Place. 2022. “Strategic Plan 2028-2025. https:/www.rightplace.org/about-us/strategic-plan.
Accessed July 18, 2025.
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Alongside the material benefits such as employment and tax revenue, these investments may
placate the sense of industrial decay and decline of the past decades in such doubly-pressured
counties in line with other work emphasizing manufacturing or fossil fuel decline (or the risk
thereof) and identity status concerns (Bergquist et al., 2020; Broughton, 2014; Bush and Clay-
ton, 2023; Clark, Khoban and Zucker, 2025; Gaikwad, Genovese and Tingley, 2022; Ternullo,
2024). In Appendix C, I provide more details on the ways in which these organizations, as well
as local planning documents from county and city government frame their economic prospects.
Together these data suggest that local awareness of the existence and benefits of investment is
present in doubly-pressured counties with a clear linkage to the Democratic party in terms of

continued public support for clean investment.

Conclusion

To further facilitate the ecological transition, governments in recent years have introduced
green industrial policies that provide financial assistance to firms seeking decarbonize existing
production or develop novel green industries. These public incentives have nudged firms to
make large scale investments throughout many post-industrial societies providing economic
stimulus to communities. I argue that any incumbent effects of such investment is tied to
going place-based economic trends, namely related to deindustrialization via either globaliza-
tion or decarbonization. Where investment contrasts strongly with hardship and risk due to
greater economic integration or emissions-free production, incumbents championing inter-
ventionist policies perform stronger than the competitors. Using a variety of data sources, |
provide evidence of this differential response to clean investment in the United States. Whereas
doubly-pressured communities having experienced ample import competition and with ample
remaining emissions were more likely to vote for the Democrats after receiving investment,

such a differential response was not evident elsewhere in the country. This electoral reaction is
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especially true among emissions-intensive manufacturing communities, but not among fossil
fuel producing communities.

While the empirical analysis considers the United States over the past quarter century, the
underlying economic threat of deindustrialization is common to many post-industrial societies,
as is the turn towards green interventionist policies by incumbent governments, in particular on
the left. As the far-right in many countries has increasingly shifted towards an anti-climate po-
sition alongside its longer-standing focus on immigration (Dickson and Hobolt, 2024), policies
that facilitate clean investment and reduce the risk of further industrial job loss should mitigate
such appeals from parties questioning the need to address climate change. Crucially, however,
this means considering transition risks beyond fossil fuel country and acknowledging that said
risks are not linear with current carbon emissions. In doing so this generalizes research on the
empirical consequences of the green transition beyond communities with long traditions of
fossil fuel exploration and policy interventions based on ex post compensation. More broadly,
these findings suggest that rather benign market interventions can indeed spur electoral conse-
quences contributing to a long standing literature on the role of state-led market interventions

in political economy research.
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A The Inflation Reduction Act

Passed on August 16, 2022, the Inflation Reduction Act (IRA) represents the largest climate
expenditure bill to date in the United States. To facilitate increased climate investments on the
part of firms, the bill amended and expanded parts of the tax code related related to energy
production and advanced manufacturing. Alongside these general categories, the legislation
introduced various “bonuses” or amplifiers to the tax incentives for local sourcing as well as
wage and training requirements alongside location incentives. The primary implementation
date for incentives was January 1, 2025 due to the expiration of existing tax code clauses at
the end of 2024. Given the minimal changes in baseline incentives for energy tax credits,
interim investments, that is those starting operation between August 2022 and January 2025,
that qualified for bonuses would be eligible to receive them.! I detail the bonuses first, before
elaborating each credit scheme individually.

In an attempt to strengthen the local or domestic economic impact of the IRA, several
tax credit amplifiers were included in the legislation. These bonuses apply only to the energy
production tax credits described in further detail below. Prevailing Wage and Apprenticeship
eligible investments receive production or investment tax credits that are 400% or 450% larger
than the baseline respectively. In practice, this entails that between 10-15% of the construc-
tion labor be performed by certified apprentices.? Local sourcing requirements or locating
investments in Energy Communities improve either the production or investment tax credits

by 80% or 167% respectively. The former entails that a certain percentage of materials are

produced in the United States. This varies from product to product, for example 100% of iron

'Summary of Inflation Reduction Act provisions related to renewable energy. 28 January 2025. U.S.
EPA. https://www.epa.gov/green-power-markets/summary-inflation-reduction-act-provisions-related-renewable-
energy. Accessed July 7, 2025.

Insight into the Inflation Reduction Act: Prevailing Wage and Apprenticeship Bonus Credits. May 1, 2023.
Clean Energy Business Network. https://www.cebn.org/media_resources/ira-labor-provisions/. Accessed July 7,

2025.
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and steel must be produced domestically, whereas for other components it is only 40%. For
these lower thresholds, the requirement will become increasingly stringent moving forward.?
Broadly, energy communities are those with substantial fossil fuel presence in the recent past
and current unemployment. In particular, an energy project qualifies for the bonus if it is
located in a “metropolitan or non-metropolitan statistical area that (1) has, at any time after
2009, had either at least 25% of local tax revenues related to certain fossil fuel activities (Fossil
Fuel Tax Revenue) or at least 0.17% of local employment related to those activities (Fossil
Fuel Employment) and (2) had an unemployment rate in the prior year equal or greater to
the national average.”* While this metric is time-varying given the unemployment criteria,
roughly 900 counties met the criteria in 2024. In the following section, I provide more details
on this status designation and compare it with the doubly-pressured status motivated in the
main text.

Central to the IRA is the expansion to long-standing renewable energy tax credits with
these amendments to existing portions of the Internal Revenue Code affect both investment
(48E) and production (45Y). In place for nearly half a century, the Production Tax Credit and
the Investment Tax credit provide eligible energy producers with either up front assistance in
the development of clean energy production or on a per unit of energy produced basis. An
enduring challenge for prospective energy investors in recent years has been the halted nature
of tax credits with expiration and later retroactive application diminishing investor confidence

and certainty.” Hence a key provision in the IRA is the guarantee of tax incentives until the

3Treasury Releases New Guidance, Strengthening Incentives for Domestic Clean Energy Manufactur-
ing. May 12, 2028. The White House. https:/bidenwhitehouse.archives.gov/cleanenergy/tax-guidance-
explainers/2023/05/12/treasury-releases-new-guidance-strengthening-incentives-for-domestic-clean-energy-
manufacturing/. Accessed July 7, 2025.

4This definition comes from the Department of Energy. The 2024 Energy Communities can be found here:
https://arcgis.netl.doe.gov/portal/home/item.htm1?id=d29343771{d 14cc29877deded7122764.

%Lips, B. 19 November 2024. The Past, Present, and Future of Federal Tax Credits for Renewable En-
ergy. North Carolina Clean Energy Technology Center. https://nccleantech.ncsu.edu/2024/11/19/the-past-present-
and-future-of-federal-tax-credits-for-renewable-energy/. Accessed July 7, 2025.
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U.S. electricity sector is at 25% emissions from a 2022 baseline, unless this has already been
reached by 2035. This provides a decade minimum of guaranteed funding for whichever
option producers choose.

Alongside this improved funding certainty, the IRA amends the existing tax code in a tech-
nology neutral fashion with a focus on zero-emissions energy production. The final regulation
adopted by the IRS defines eligible facilities as those in “which the GHG emissions rate is
not greater than zero” (p. 4009).% This represents a shift away from earlier efforts targeted
primarily at wind and solar towards a funding approach that embraces a more diversified net-
zero energy vector including biomass, geothermal, and carbon capture. Taken together, these
revisions to the existing Production and Investment Tax Credit diversify and strengthen the
public incentives for clean energy production.

Complementing the amendments to the energy policy tax structure, the IRA introduced
novel clauses to the tax code for “advanced manufacturing” under section 45X. In a similar
vein to above, the new section of the tax code is titled the Advanced Manufacturing Production
Credit. Broadly, these novel tax incentives apply to the production of four types of goods: solar
and wind energy components, inverts, qualifying battery components, and qualifying critical
materials.”

For solar products, these components include: photovoltaic cells, photovoltaic wafers, poly-
meric backsheets, solar grade polysilicon, solar modules, structural fasteners, and torque tubes.
For wind energy, blades, nacelles, offshore wind foundations and vessels, and towers are eligi-
ble. In terms of batteries, electrode active materials, battery cells and modules are eligible. Fi-
nally, the following critical materials are included: aluminum, antimony, arsenic, barite, beryl-
lium, bismuth, cerium, cesium, chromium, cobalt, dysprosium, erbium, europium, fluorspar,

gadolinium, gallium, germanium, graphite, hafnium, holmium, indium, iridium, lanthanum,

fInflation Reduction Act. 90 Fed. Reg. 4006. (January 15, 2025).
"For further details on these components, see Section 45X(c)(1-6) of the Internal Revenue Code.
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lithium, lutetium, magnesium, manganese, neodymium, nickel, niobium, palladium, platinum,
praseodymium, rhodium, rubidium, ruthenium, samarium, scandium, tantalum, tellurium,
terbium, thulium, tin, titanium, tungsten, vanadium, ytterbium, yttrium, zinc, and zirconium.
Production Tax Credits for these any of the above products were effective as of December 31,
2022.

Broadly, these two categories align with the two categories of investment measurement
in the Clean Investment Monitor: Energy and Manufacturing Respectively. In Figure Al, I
visualize trends in all non-canceled investment (as of November 2024) that would be eligible
for IRA tax credits by type of investment, doubly-pressured status, House of Representative
partisanship, and Energy Community status. These descriptives provide some stylized facts
about clean investment in the United States, both in the lead up to and after the passage of the
IRA.

Most clean investment following the IRA has been predominantly in energy and industry
applications. Beginning with Figure Ala, we see a general increase in industry and energy
investment for most of the past decade, whereas manufacturing investment peaks in 2022
before dipping down in the past two years. In Figure Alb, I split logged investment trends by
doubly-pressured status. These doubly-pressured counties are those with jointly above median
import and emissions exposure. Given that only a third of all counties fit this description,
average county investment is substantially higher for these counties.

Third, in Figure Alc, I split clean investment trends by House Representative partisan
affiliation. Raw trends highlight the large amount of green investment going to Republican
parts of the country. This divergence is likewise reflected at the level of county averages. In
2024, counties within a Republican congressional district received roughly double the amount
of clean investment (212 versus 108 million USD). Compared with 2018 when Republican-

represented counties saw roughly 50% more investment, the trend is towards increased clean
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investment in those parts of the country most skeptical of climate change and the green transi-
tion (McCright, Dunlap and Marquart-Pyatt, 2016; Egan and Mullin, 2017). Finally, in Figure
Ald, I visualize trends in clean investment by Energy Community status. While both types of
counties see ample increases in investment, it is unclear how well this trend will persist as 2024
is the first year in which Energy Communities received less tax credit-eligible investment than
previously. While non-ECs saw a slump in 2023, this rebounded in 2024.

Figure Al: Clean Investment Trends 2017 - 2024

(a) Energy v. Manufacturing (b) Doubly-Pressured Status

(c) Partisanship (d) Energy Community

A.1  Energy versus Doubly-Pressured Communities

In this subsection I provide additional details both conceptually and empirically about the
policy-designed energy community status and my theoretically motivated doubly-pressured
status. While both measures of risk to the energy transition incorporate to varying extents the

economic risks of the green transition for fossil fuels as well as more general economic precarity,
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closer inspection suggests that energy and doubly-pressured communities are not too similar
outside these general contours. I first provide descriptives and then demonstrate the robustness
of the main results to controlling for energy community status. Finally, I replicate the analysis

with energy community replacing doubly pressured status.

Figure A2: Energy Communities in 2024

Energy Community Status

-

Figure A2 maps the distribution of counties receiving this designation. Energy communi-
ties are spatially clustered in a handful of states, predominantly in the Mid- and Southwest of
the country. While there is some overlap between doubly-pressured and energy community
status, the relationship is only weakly positive (3 = 0.07). Table A1 presents the cross-tabulation

of the policy-defined and my theoretically motivated risk measures, with only a small portion

51



of counties being both energy and doubly-pressured communities (9%). Given that energy
community status is driven by current unemployment trends and fossil fuel employment rather
than CO2 emissions more generally, the lack of overlap is unsurprising upon closer inspec-
tion. While fossil fuels certainly contribute to a county’s emissions, they are but one source of
carbon pollution, especially when the measure does not include their use in power generation
or for manufacturing purposes. This focus on fossil fuel production greatly reduces the scope
of potential communities at risk of concentrated costs in the green transition due to carbon

intensive production methods, not just fossil fuel production.
Table Al: Cross Tabulation of Energy Community and Doubly-Pressured Status

Not-Pressured | Doubly-Pressured
Non-EC 1745 541
EC 605 266

Of these counties roughly one quarter received an under construction or operational in-
vestment, slightly less than in doubly-pressured counties (33%). Nor were energy communities
more likely to receive a greater share of announced or operational investments in terms of the
logged capital expenditure. Figure A3 presents trends in voting outcomes across both measures
of economic risk. In line with Gazmararian (2025), the top panel points towards communities
with ample fossil fuel shifting increasingly towards the Republican party, especially after 2008.
While starting from similar positions at the turn of millennium, doubly-pressured counties re-
main a few percentage points more democratic than their non-pressured peers throughout the
entire study period. Visually, trends in voting appear roughly parallel among doubly-pressured
counties; this is not the case in energy communities.

In Table A2, I probe the robustness of my primary results to the inclusion of energy
community status as a control variable in the interacted models or subsetting on this dimension

as well as consider any electoral consequences of investment in these communities. This second
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Figure A3: Voting Trends across Risk Subgroups

(a) Energy Community Status (b) Doubly-Pressured Status

Note: Blue denotes Energy Communities or Doubly-Pressured counties respectively.

set of tests lets me assess whether the electoral consequences of investment in doubly-pressured
counties is conditional on energy community status, providing me with another means of
testing whether emissions alone is driving any results.

Model 1 replicates Column 4 in Table 2, albeit with an additional interaction term control-
ling for conditional impact of investment in energy communities. This additional control does
not alter the results presented in the main text: investment in doubly-pressured communities
is associated with a 2 p.p. shift towards the Democrats in 2024. In contrast, and perhaps
somewhat surprisingly, investment in Energy Communities is predictive of a 8 p.p. shift in
favor of the Republicans. In Model 2, I disaggregate further the measure of doubly-pressured
risk with the only difference from the primary results being the attenuation of the interactive
effect for highly exposed counties. Models 8 through 6 consider the electoral consequences
of investment in a sub-group style analysis, splitting counties by energy community status.
In non-energy communities, similar to the main results, we observe no relationship between
investment and Republican vote share. In Model 4, I include the interaction term with doubly-

pressured status to assess the robustness of the findings in Table 2. Even among non-energy
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communities, those that are doubly-pressured increasingly voted for the Democrats after re-
ceiving investment compared to their non-pressured peers. In Models 5 and 6, I perform
the analogous regressions albeit among energy communities. Although, there is an average
relationship between investment and Republican vote share (-8 p.p.), closer inspection reveals
that this shift in voting patterns is driven by doubly-pressured communities that also happen
to have energy community designation. Finally, in Model 7, I swap energy community and
doubly-pressured status with the results corroborating earlier models: investment in energy

communities is positively associated with Republican vote share.

Table A2: EC Status and the Electoral Consequences of GIP

Model 1  Model 2 Model 83 Model4 Model 5 Model 6 Model 7

Investment —0.01 —0.00 —0.00 0.00 —0.03** —0.01 —0.01**
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
Investment x Doubly-Pressured —0.02%** —0.02** —0.05**
(0.01) (0.01) (0.02)
Investment x Low Exposure 0.01
(0.01)
Investment x Some Exposure —0.01
(0.01)
Investment x Moderate Exposure —0.03*
(0.01)
Investment x High Exposure 0.00
(0.01)
Investment x Energy Community — 0.03*** 0.03*** 0.03***
(0.01)  (0.01) (0.01)
N 6948 6948 4848 4848 2100 2100 6948
Clusters 993 993 693 693 300 300 993
C-Zone x Year FE? v v v v
Subset? None None Non-EC  Non-EC EC EC None
R? 0.90 0.90 0.98 0.98 0.97 0.98 0.90
Adj. R? 0.88 0.88 0.94 0.94 0.92 0.93 0.88

***p < 0.01; **p < 0.05; *p < 0.1

Taken together, the analysis demonstrates the robustness of the main results in two ways.
First, among the general sample of investment-receiving counties, doubly-pressured status
consistently predicts a differential reaction to investment—one favoring the incumbent Democrats.

Second, this differential impact of doubly-pressured status, while strong among ECs, is evident
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in communities with little to no fossil fuel employment, but a substantial amount of carbon
emissions. Although, both energy community and doubly-pressured status target similar eco-
nomic concerns at a high level, these results reinforce that it is not fossil fuel risk alone shaping
the electoral consequences of investment, nor should GIP be considered compensation for fos-
sil fuel country. Furthermore, although it does not appear that more capital expenditure has
been targeted at energy communities, these investments, nevertheless do not appear to have
helped the Democrats at the ballot box.

The above analysis demonstrates a difference in the voting patterns after investment in en-
ergy communities versus doubly-pressured counties. The plant-level nature of the emissions
data lets me investigate this differential reaction further by measuring emissions strictly from
manufacturing and fossil fuel production. While the concentrated costs of the green transition
are more existential for fossil fuel production, this is not the case for the majority of traditional
industries. While existing production practices mean these industries are emissions intensive
currently, the proportion of process emissions, that is emissions that are inherent to the produc-
tion process and thus cannot be avoided (e.g., from chemical reactions), represents a fraction of
industrial emissions. This means that, while costly, an emissions-free production process is not
impossible for many industries. Furthermore, even those industries with substantial process
emissions (e.g., cement), carbon removal technologies present a means of decarbonizing and
continuing production that is fundamentally different in outlook from coal production. The
existential threat of the green transition, then, is fundamentally lower, then for fossil fuel and
in particular coal.

What does this mean for an explanation of electoral consequences? In contrast to uniform
animosity towards the green transition and its policies among brown industry communities,
manufacturing emissions are much more easily insulated from the concentrated costs of decar-

bonization ambition via electrification and specific innovations to eliminate emissions in hard
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Table A3: Splitting Decarbonization Exposure by Emissions Source

Model 1 Model 2 Model 3 Model 4
Investment —0.01 —0.00 —0.01 0.00
(0.01) (0.01) (0.01) (0.01)

Investment x MAN DP —-0.02** —-0.02** —0.02** —0.02*
(0.01) (0.01) (0.01) (0.01)

Investment x FF DP 0.00
(0.01)
Investment x EC 0.03***
(0.01)
Investment x FF Q2 —0.01
(0.01)
Investment x FF Q3 —0.01
(0.01)
Investment x FF Q4 —0.00
(0.01)
N 6948 6948 6948 6948
R? 0.97 0.90 0.90 0.97
Adj. R? 0.94 0.88 0.88 0.94

#**p < 0.01; **p < 0.05; *p < 0.1

to abate sectors, hence the green transition need not spell the end of manufacturing employ-
ment in post-industrial societies. Rather, GIP is particularly apt in communities with ample
remaining manufacturing emissions to insulate them from future climate risk, but also re-
dress past industrial decline through novel energy production and clean(-tech) manufacturing.
Hence any electoral consequences should be concentrated in these communities rather than
those whose decarbonization risk is driven by emissions from fossil fuel sectors.

Table A3 splits the emission data by source and tests for heterogeneity in voting patterns due
to the type of brown industry in a community. MAN DP is the alternative coding of Doubly-
Pressured status, albeit with manufacturing emissions replacing aggregate emissions. FF DP is
the analogous measure but with fossil fuel emissions. EC continues to represent counties with

energy community status. The results in Table A8 are consistent with heterogeneity within the
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set of communities often considered to be at heightened risk from climate action. Whereas
fossil fuel doubly-pressured status does not predict an electoral response, communities with
ample manufacturing emissions and import exposure consistently voted in higher numbers for
the Democrats after receiving investment. This voting pattern holds regardless of the measure

used to consider fossil fuel exposure.
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B National Analysis Robustness

In this Appendix, I present descriptive statistics, evidence to adjudicate identification assump-
tions, as well as additional robustness tests for the national level analysis. 1 start with sample
descriptives to demonstrate balance in demographic covariates used in the propensity score
weighting. I then demonstrate an absence of any clear violations to the parallel trends as-
sumption needed for causal identification in the difference-in-differences framework. I use
both equivalence tests and more traditional event study designs to probe these identifying
assumptions. I then proceed to include a variety of robustness tests including alternative treat-
ment measures, replications without weights, varying types of fixed effects, and progressively
dropping elections. These robustness analyses corroborate the substantive findings in the text:
doubly-pressured communities consistently respond to investment by not voting for the Re-
publicans in 2024. Lastly, I rerun the analysis including all counties in the continental United

States to demonstrates results are not driven by sampling on investment status.

58



B.1  Sample Descriptives & Covariate Balance on Treatment Assignment

Table B1 presents sample statistics for the subset of counties receiving at minimum announced
investment. In Table B2 I provide two cross tabulations of a cross-section of the panel data
in terms of investment and doubly-pressured status as well as import and emissions exposure.
Among counties receiving investment, doubly pressured status is not correlated with an in-
vestment being more likely to have moved beyond the operational stage. For both sub-groups

roughly 75% of counties are operationalized as treated in terms of clean investment exposure.

Table B1: Sample Statistics

Variable Mean S.E. Min Max
R Vote Share 0.59 0.15 0.00 1.00
IPW 0.98 0.68 -0.03 5.14
Total Emissions 1739072.76 4487975.81 0.00 72116470.00
Total CAPEX 460.10 1015.04  0.19 12632.73
Operational CAPEX 87.93 250.49  0.00 3462.76
Construction CAPEX 125.31 591.55  0.00 12632.73
Announced CAPEX 246.86 725.90  0.00 7959.81
Investment Treatment 0.11 0.31  0.00 1.00
CAPEX Treatment (log) 0.31 1.13 0.00 8.15
Doubly-Pressured 0.35 0.48 0.00 1.00

The right-hand panel in Table B2 considers decarbonization and globalization exposure co-
occurence in the sample. Here, bold numbers denote this counties coded as doubly-pressured
in the text. Across the different quartiles of each dimension of deindustrialization exposure,
there are likewise no immediate concerns of a lack of observations in any cell, although there
is a concentration of counties with more emissions and moderate imports exposure. The two
dimensions are slightly negatively correlated (8 = -0.11, p < 0.01). For the entire country, this
relationship is half the size (8 = -0.05, p < 0.01). As mentioned in the main text, this is some-
what unsurprising: with high import exposure reducing the energy intensive manufacturing in

the United States, it follows that places with the greatest import penetration may have slightly
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lower emissions a decade on given the earliest plant emissions data comes from 2012. These
industrial heartlands are places that have lost substantial jobs, and yet still have plenty of at risk
jobs with respect to the green transition. It is not deterministic however, with the majority of
fourth quartile emissions counties experiencing below-median import shocks.

Table B2: Decarbonization, Globalization, and Investment Exposure

Emissions
Doubly-Pressured? 1 2 3 4
X v , 1120 46 60 97
A x| 156 83 5 2|87 42 75 119
S v | 492 262 = 3|38 82 89 101
= 4149 33 94 61

From a conceptual standpoint, the correlation between dimensions provides some con-
struct validity to my concept of doubly-pressured: if there was no relationship between risk
from globalization and decarbonization pressure it would be questionable the extent to which
communities might connect the two as successful economic transformations directly affecting
them. Empirically, however, it is troubling if import exposure two decades ago continues to
impact carbon emissions, perhaps suggesting that emissions are fully derivative of the China
Shock. To investigate this claim, I plot the relationship between emissions in 2012, the data
used in the analysis, and 2019, the final year before the COVID-19 pandemic significantly
disrupted production and therefore emissions data, to assess whether trends in emissions vary
based on import exposure. Figure B1 visualizes these relationships with a scatterplot and over-
laid loess curves. The trend in emissions is indistinguishable in terms of import exposure due
to the China Shock.

Tables B3 and B4 present the distribution of demographic controls used to predict invest-
ment status before and after employing covariate balanced propensity score weighting (Imai
and Ratkovic, 2014). Control units here refer to those counties which received announced

investment, whereas treated counties are those with any investments under construction or op-
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erational. The substantial differences that exist in Table B3 are largely corrected for however
some imbalances remain in terms of population and to a less extent age. This is arguably due
to the imbalanced nature of treatment, roughly three-quarters of units are treated, reducing the
pool of potential control units to weight on. This is further compounded in the present panel
setting as the same units cannot be repeatedly used to achieve balance once. Although the
propensity score weighting procedure eliminates many of the balances across the county-level
control variables, I take a variety of steps to assess for potential confounding below. First, in
Table B11 I include demographic quartile by year fixed effects to ensure comparisons are be-
tween counties with similar characteristics in relevant controls. Second, to overcome matching
challenges, I relax the sample to include the population of U.S. counties and perform a match-
ing exercise with a less restricted pool of control candidates (i.e., announced or no investment).
I provide further details on this in Appendix XK. Matching successfully balances across each
of the variables and the substantive results do not change. Finally, I re-estimate the propen-
sity scores however with the entire country, an essentially analogous exercise to matching: the
results in Table B13 do not differ from the results in the main text.

Table B3: Investment Status Balance

Control Mean Treatment Mean Control Std. Mean Treatment Std. Mean

Population (log) 10.36 11.15 7.36 7.92
GDP (log) 9.73 9.82 45.96 46.37
Male 0.50 0.49 26.07 25.94

White 0.83 0.82 5.23 5.15

Hispanic 0.08 0.09 0.52 0.62

Age 37.21 36.46 13.99 13.71

Labor Force 0.46 0.48 8.85 9.16
Unemployment 0.03 0.03 2.91 3.01
Poverty 0.14 0.12 2.33 2.10
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Table B4: Covariate Balanced Propensity Score Sample

Control Mean Treatment Mean Control Std. Mean Treatment Std. Mean

Population (log) 11.08 11.15 7.84 7.92
GDP (log) 9.81 9.82 46.33 46.37
Male 0.49 0.49 25.96 25.94

White 0.82 0.82 5.18 5.15

Hispanic 0.08 0.09 0.56 0.62

Age 36.51 36.46 13.73 13.71

Labor Force 0.48 0.48 9.15 9.16
Unemployment 0.03 0.03 3.00 3.01
Poverty 0.12 0.12 2.10 2.10

B.2  Pre-Period Equivalence and Event Study Design

Parallel trends is a necessary condition for causal identification in a difference in differences
framework. In this subsection, I visualize the trends in voting behavior among a variety of
subgroups of my sample to probe trends leading up to investment eligible for IRA tax credits.
These descriptive visualizations provide a more general assessment of the trends in voting pat-
terns across counties with differing exposure to deindustrialization risk. While clear differences
in the Republican vote shares exist among the varying subgroups, trends remain largely similar
over the study period, albeit with a slight gap emerging in many of the visualizations. In what
follows I briefly describe each visualization in turn, before more formally testing for violations

of the parallel trends assumption via equivalence tests following Hartman and Hidalgo (2018).
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Figure B2: Equivalence Test
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B.8  Matching Robustness

In this section I present results from a matched sample. Given the relative size imbalance

between control and treatment groups in my sample, I broaden the sample to the population

of counties and then match counties that received either operational or under-construction

investment to counties below this threshold (i.e., announced or no investment). In Table B5 I

provide the descriptive statistics of unmatched and matched samples from the MatchIt package

(Ho et al., 2007). In Table B6 I replicate the results in Table 2 but using this alternative

sample. The results are substantively similar: incumbent benefits are present only among

doubly-pressured counties. These range between 1 to 2 percentage points.

Table B5: Covariate Balance Before and After Matching

Before Matching
Covariate Means Treated Means Control ~ Std. Mean Diff. Var. Ratio eCDF Mean eCDF Max
distance 0.3691 0.2015 0.8135 2.0367 0.2619 0.3868
log_pop 11.1490 9.9442 0.8490 1.2481 0.2418 0.3647
log_gdp 9.8183 9.7247 0.4291 1.1864 0.1357 0.2274
pct_male 0.4941 0.4958 -0.1008 0.7107 0.0256 0.0556
pct_white 0.8157 0.8565 -0.2591 0.9870 0.1139 0.1900
pet_hisp 0.0928 0.0523 0.2652 2.0715 0.13878 0.2039
age 36.4648 37.6722 -0.4548 0.8535 0.1289 0.2005
pct_labor_force 0.4811 0.4701 0.2187 0.8506 0.0686 0.1198
pct_unemploy 0.0272 0.0261 0.1275 0.4978 0.0556 0.1172
pct_poverty 0.1247 0.1405 -0.2728 0.8281 0.0780 0.1186
After Matching
Covariate Means Treated Means Control  Std. Mean Diff. Var. Ratio eCDF Mean eCDF Max Std. Pair Dist.
distance 0.3691 0.3350 0.1654 1.5917 0.0145 0.1021 0.1656
log_pop 11.1490 10.9538 0.1375 1.3495 0.0234 0.0981 0.4749
log_gdp 9.8183 9.8148 0.0161 1.0697 0.0119 0.0424 0.9444
pct_male 0.4941 0.4943 -0.0125 1.0181 0.0164 0.0491 0.9664
pct_white 0.8157 0.8322 -0.1046 1.0865 0.0301 0.0623 0.9695
pct_hisp 0.0928 0.0752 0.1152 1.3526 0.0354 0.0915 0.6710
age 36.4648 36.5511 -0.0325 0.9775 0.0080 0.0305 0.9924
pct_labor_force 0.4811 0.4846 -0.0701 1.0133 0.0170 0.0531 1.0598
pct_unemploy 0.0272 0.0265 0.0862 0.5401 0.0390 0.1048 1.1284
pct_poverty 0.1247 0.1201 0.0788 1.2285 0.0164 0.0358 0.9809




Table B6: Deindustrialization Risk, Investment, and Voting in Matched Sample

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8
Investment 0.00 0.01 —0.01 0.01 —0.00 0.00 0.00 0.01
(0.00) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
Investment x Doubly-Pressured —0.02** —0.02"**
(0.01) (0.01)
Investment x Low Exposure —0.01
(0.01)
Investment x Some Exposure 0.00
(0.01)
Investment x Moderate Exposure —0.02%**
(0.01)
Investment x High Exposure —0.02
(0.01)
N 10546 6955 3591 10546 6955 3591 10546 10546
Counties 1508 995 513 1508 995 513 1508 1508
R? (full model) 0.89 0.90 0.88 0.89 0.97 0.96 0.96 0.96
Adj. R? (full model) 0.88 0.88 0.86 0.88 0.93 0.89 0.92 0.92
C-Zone x Year FE? v v v v

**p < 0.01; **p < 0.05; *p < 0.1



B.4  Alternative Treatment Measures

Table B7: Capital Expenditure and Vote Share

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8

Investment —0.00 0.00 —0.01* 0.00 —0.00 —0.00 0.00 0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Log CAPEX x Doubly-Pressured —0.01** —0.01*
(0.00) (0.00)
Log CAPEX x Low Exposure 0.00
(0.00)
Log CAPEX x Some Exposure —0.00
(0.00)
Log CAPEX x Moderate Exposure —0.00*
(0.00)
Log CAPEX x High Exposure —0.00*
(0.00)
N 6948 4533 2415 6948 4533 2415 6948 6948
Counties 993 648 345 993 648 345 993 993
R? 0.89 0.90 0.87 0.90 0.98 0.97 0.97 0.97
Adj. R? 0.88 0.89 0.85 0.88 0.95 0.90 0.94 0.94
C-Zone by Year FE? 2289 1246 3080 3080

***p < 0.01; **p < 0.05; *p < 0.1

Table B8: Proportion of Visible Investment and Expenditure

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8

Investment —0.00 0.00 —0.02 —0.00 —0.00 —0.01 0.00 0.00
(0.01) (0.01) (0.01) (0.01) (0.01) (0.02) (0.01) (0.01)
Investment x Doubly-Pressured —0.01 —0.02**
(0.01) (0.01)
Investment x Low Exposure 0.01
(0.01)
Investment x Some Exposure —0.00
(0.01)
Investment x Moderate Exposure —0.02**
(0.01)
Investment x High Exposure —0.02**
(0.01)
N 6948 4533 2415 6948 4533 2415 6948 6948
R? 0.89 0.90 0.87 0.89 0.98 0.97 0.97 0.97
Adj. R? 0.88 0.89 0.85 0.88 0.95 0.90 0.94 0.94
C-Zone by Year FE? 2289 1246 3080 3080

***p < 0.01; **p < 0.05; *p < 0.1



B.5 No Weights

Table B9: Investment, Deindustrialization Risk and Republican Vote Share (No IPS Weights)

Model 1  Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8

Investment —0.03***  —0.02** —0.04"* —0.02***  —0.01 —0.03* —0.01 —0.00
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
Investment x Doubly-Pressured —0.02** —0.03***
(0.01) (0.01)
Investment x Low Exposure 0.00
(0.01)
Investment x Some Exposure —0.01
(0.01)
Investment x Moderate Exposure —0.03***
(0.01)
Investment x High Exposure —0.02**
(0.01)
N 6948 4533 2415 6948 4533 2415 6948 6948
Counties 993 648 345 993 648 345 993 993
Num. groups: year 7 7 7 7 7 7 7 7
R? 0.89 0.90 0.88 0.89 0.98 0.96 0.97 0.97
Adj. R? 0.88 0.89 0.85 0.88 0.93 0.88 0.92 0.92
C-Zone by Year FE? 2289 1246 3080 3080

***p < 0.01; **p < 0.05; *p < 0.1



B.6  State by Year Fized Effects

Table B10: State-Year Fixed Effects

Model 1 Model 2 Model 3 Model 4  Model 5
Investment —0.01 0.00 —0.02** 0.00 0.01
(0.01)  (0.01)  (0.01)  (0.01)  (0.01)
Investment x Doubly-Pressured —0.03***
(0.01)
Investment x Low Exposure 0.01
(0.01)
Investment x Some Exposure —0.01
(0.01)
Investment x Moderate Exposure —0.04***
(0.01)
Investment x High Exposure —0.01
(0.01)
State-Year FE? v v v v v
N 6948 4533 2415 6948 6948
Counties 993 648 345 993 993
R? 0.93 0.95 0.92 0.93 0.93
Adj. R? 0.92 0.93 0.89 0.92 0.92

*xp < 0.01; **p < 0.05; *p < 0.1

69



B.7  Demographic Quartile by Year Fixed Effects

Table B11: Demographic Quartile by Year FE

Model 1 Model 2 Model 3 Model 4 Model 5
Investment —0.01 0.00 —0.03***  —0.00 —0.00
(0.00) (0.01) (0.01) (0.01) (0.01)
Investment x Doubly-Pressured —0.01*
(0.01)
Investment x Low Exposure 0.00
(0.01)
Investment x Some Exposure —0.00
(0.01)
Investment x Moderate Exposure —0.01
(0.01)
Investment x High Exposure 0.01
(0.01)
N 6948 4533 2415 6948 6948
Counties 993 648 345 993 993
Log Population x Year 28 28 28 28 28
Log GDP x Year 28 28 28 28 28
Male x Year 28 28 28 28 28
Age X Year 28 28 28 28 28
Labor Force Rate x Year 28 28 28 28 28
Unemployment Rate x Year 28 28 28 28 28
Poverty Rate x Year 28 28 28 28 28
R? 0.94 0.95 0.93 0.94 0.94
Adj. R? 0.93 0.93 0.91 0.93 0.93

Each covariate time trend is broken down by quartile. ***p < 0.01; **p < 0.05; *p < 0.1
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B.8  Dropping Election Year Robustness

Table B12: Dropping Election Year Analysis

Model 1 Model 2 Model 3 Model 4

Investment 0.00 0.00 0.00 0.00
(0.01)  (0.01)  (0.01)  (0.01)

Investment x Doubly-Pressured —0.03*** —0.02*** —0.02** —0.01*
(0.01)  (0.01)  (0.01)  (0.01)

First Year 2004 2008 2012 2016
N 5955 4962 3969 2976
Counties 993 993 993 993

C-Zone by Year FE? 2640 2200 1760 1320
R? 0.98 0.98 0.98 0.99
Adj. R? 0.95 0.95 0.95 0.95

***p < 0.01; **p < 0.05; *p < 0.1
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B.9  Entire Country Robustness

Table B13: Entire Country Analysis

Model I Model 2 Model 83 Model 4 Model 5 Model 6 Model 7 Model 8

Investment —0.00 0.00 —0.01* 0.00 —0.01 0.00 0.00 0.01
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
Investment x Doubly-Pressured —0.02** —0.02**
(0.01) (0.01)
Investment x Low Exposure —0.00
(0.01)
Investment x Some Exposure 0.00
(0.01)
Investment x Moderate Exposure —0.02***
(0.01)
Investment x High Exposure —0.01
(0.01)
N 21787 16138 5649 21787 16138 5649 21787 21787
Clusters 3115 2308 807 3115 2308 807 3115 3115
R? 0.90 0.90 0.87 0.90 0.97 0.95 0.96 0.96
Adj. R? 0.88 0.89 0.85 0.88 0.95 0.91 0.94 0.94
C-Zone x Year FE? v v v v

The outcome variable is the Republican two-party vote share. Investment is an indicator for any operational or under construction investment. Model 2 subsets to non-
pressured communities, whereas models 8 and 5 subset to doubly-pressured communities. All models include county and year fixed effects, with models 4 through 7 including
commuting zone by year fixed effects. Robust standard errors clustered at the commuting zone. ***p < 0.01; **p < 0.05; *p < 0.1
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B.10  Single Dimension Extension

Table B14: GIP along Individual Dimensions Extension

Model 1 Model 2 Model 3 Model 4

Investment 0.00 0.00 —0.01 —0.01
(0.01) (0.01) (0.02) (0.02)
Investment x Doubly-Pressured —0.03***  —0.02 —0.01 —0.03
(0.01) (0.02) (0.01) (0.02)
Emissions? v v
Imports? v v
N 3479 4869 1659 2644
Clusters 497 696 237 378
R? 0.97 0.97 0.97 0.98
Adj. R? 0.92 0.93 0.92 0.91

This table extends the analysis in Columns 8 and 4 of Table 8. Models 1 and 2 consider above median counties
in the respective dimension as the baseline, whereas models 8 and 4 subset to only those in the fourth quartile
of each dimension. The outcome variable is the Republican two-party vote share. Investment is an indicator
for any operational or under construction investment. All models include county, year and commuting-zone
by year fixed effects. Robust standard errors clustered at the commuting zone. ***p < 0.01; **p < 0.05;
*p < 0.1
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Table B15: CES 2020-2024 Panel Results by Fossil Fuel and Manufacturing Emissions

IRA Approval Biden Approval Vote Democratic  Vote Republican

Investment 0.05*** —0.00 —0.00 0.01

(0.02) (0.02) (0.01) (0.01)
Investment x MAN DP —0.04 —0.02 0.03** —0.03

(0.03) (0.02) (0.02) (0.02)
Investment x FF DP 0.03 0.01 —0.00 0.00

(0.04) (0.03) (0.02) (0.02)
N 10818 10818 8520 8520
Clusters 5415 5415 5262 5262
R2 0.86 0.94 0.97 0.97
Adj. R? 0.72 0.88 0.93 0.91

All models include respondent, year, and state by year fixed effects. Models 1 and 2 include the 2022 and 2024 CES waves. Models 3
and 4 include the 2020 and 2024 waves. Robust standard errors clustered at the respondent. ***p < 0.01; **p < 0.05; *p < 0.1

B.11 Panel Survey Results

In this section, I replicate the national-level analysis with an alternative data source: the CES
2020-2024 panel survey. Administered every 2 years, the CES typically consists of a time-
series cross-sectional format, however the panel survey permits an analogous analysis to the
main text, but at the individual, rather than community level. The primary difference is that
rather than rely on commuting zone by year fixed effects to assess potential heterogeneity at the
local-level, the insufficient number of observations for many zones reduces statistical power,
hence I opt for state by year to account for time trends varying by geography. To probe the
robustness of my main results, I rely on a several variables from the panel that I describe below.

The first item asks respondents whether they approve of the IRA. Respondents were pro-
vided with a headline description of the policy, including both climate and clean energy fund-
ing amounts. The second item is the standard approval rating for former President Joe Biden.
Finally, the third and fourth variables considered in Tables 4 and B15 use respondents vote

choice to measure trends in voting behavior for either the Democratic or Republican parties

respectively.
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C  Michigan Analysis

C.1  Quantitative Data Collection and Generating Process

Data for the distance analysis comes from two state sources: (1) the Secretary of State, and
(2) the Bureau of Elections for precinct voting data and shapefiles respectively. As noted in
the main text, a challenge of assessing over time trends in voting at the level of the precinct is
that geographic boundaries frequently change to ensure that precincts maintain a common size
with respect to population. In some cases this meant ample change from election to election,
whereas in more rural counties in Northern Michigan there was little to no observable changes
in the shapefiles between 2016 to 2024. To address these challenges, 1 build on other work
using precinct-level panels (Longuet-Marx, 2024) and create grid cells that enable a consistent
measure of voting behavior under the assumption that population is uniform within precinct.
Population density can of course vary across precincts as they naturally differ in size. Given
that counties have not changed in size over the period of analysis (2016-2024), this means that
an overlaid grid can be used to calculate a given precinct’s share of a given grid, and under the
uniformity assumption its vote totals and Republican vote share. In Figure C1, I visualize the
sample and treatment status of Michigan counties.

The data pipeline consisted of several steps to take this raw data and generate such panel
of precinct voting records. First, I used within-county fuzzy matching to link geographic data
to the voting records. These data were then read in QGIS. From here, I first used county
shape files and generated a within county grid using 25 km? as the area. I then merged each
election year precinct shapefiles to these grids and calculated the intersection between a given
precinct and grid cell. This intersection serves as the weight for the two party vote total and
Republican vote total calculations. With the area weight of each grid-cell precinct calculated,

the election-year merged shape files were read back into R for aggregation.
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Figure C1: Sample and Treatment Status for Michigan Counties

vd
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Given that a given grid-cell may be composed of a fraction of a single precinct to several
precincts depending on the area (e.g., a rural area in the Upper Peninsula versus metro-Detroit),
there is ample variation across grid cells in the number of voters. With consistent grid-cells,
this means however that there is little variation election-year by election-year in the registered
population for any given grid cell. Republican vote share were calculated with the following

formula for grid cell i:

RVS;; = Z Turnout,; + Intersection Weight(pl-)t + RVS,; (1)

pi

where Turnout is the total number of voters in a given precinct (p) in a given election
year (t), Intersection Weight is the share of the area a given precinct in a given grid cell and
RVS is the Republican two-party vote share in that precinct. Finally, for each county with an
investment I calculated the distance in meters from a grid cell centroid to the closest investment
(in the case there were two), whereas for all other counties this distance variable took a value of
zero. While the results in Table 5 omit these counties without investments, the positive result
on the interaction between doubly-pressured status and distance is robust to the inclusion of

all counties as evidenced in Table C1.
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Table C1: Full Sample Replication of Table 5

Republican Vote Share

Model 1 Model 2 Model 3

Investment 0.01***
(0.00)
Investment x Doubly-Pressured —0.01***
(0.00)
Investment x Distance —0.00 —0.00
(0.00) (0.00)
Investment x Distance x Doubly-Pressured 0.00 0.00***
(0.00) (0.00)
Investment x Distance (log) —0.00
(0.00)
Investment x Distance (log) x Doubly-Pressured 0.01***
(0.00)
County-Year FE v v
Standardized 3 0.03 0.05 0.04
N 6223 6223 6223
R? 0.98 0.99 0.99
Adj. R? 0.97 0.98 0.98

wxp < 0.01; **p < 0.05; *p < 0.1
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C.2 IRA Implementation and Local Media Coverage

For investment to have any impact on voting behavior requires that voters are aware of invest-
ment and see it as changing the local economic trend. To substantiate these conditions of the
argument, | collected local media coverage of clean investment in a set of counties in Michigan.
These data likewise let me consider variation in local framing of investments. Beyond media
coverage, | collected local descriptions of economic development in planning documents and
from county economic development corporations, semi-private organizations tasked with fa-
cilitating economic planning and strategies to attract businesses. These let me assess whether
doubly-pressured counties portray themselves in a different fashion than non-pressured coun-
ties. Considering a single state is of course a difficult test of any such differences as frames
may spill over geographically. Nevertheless, I find that doubly-pressured counties are more
likely to have local coverage of investment and that these counties auto-descriptions are more
framed around encouraging economic revitalization. Prior to discussing these data, I briefly
overview state-level developments related to the IRA in terms of policy and politics to provide
a fuller picture of the situation on the ground.

Michigan has been one of the most heavily invested in states for clean energy and advanced
manufacturing since 2022.%8 This comparatively large amount of investment is at least par-
tially attributable to the state-level policies that have been layered on top of the IRA to further
attract firms. Such policies include the Michigan Climate Investment Fund, which assists lo-
cal actors in securing federal funding.” The automotive industry in particular has seen ample

state-level incentives amounting up to $5 billion through mechanisms the Strategic Outreach

8Davidson, Kyle. January 17, 2025. “Michigan remains on top in clean energy projects, new study
says.” Michigan Advance. https://michiganadvance.com/2025/01/17/michigan-remains-on-top-in-clean-energy-
projects-new-study-says/. Accessed July 15, 2025.

9See for example, the state website which provides f[urther details on the investment fund and
hub: https://www.michigan.gov/egle/about/organization/climate-and-energy/mi-healthy-climate-plan/fund-
ing/ggrf/investment-accelerator
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and Attraction Research (SOAR) Fund'? alongside the Make it in Michigan Competitiveness
Fund.!! These state-level initiatives serve as “leverage to capture federal dollars” and function
as a means to “help Michigan communities that have seen manufacturing jobs disappear and
re-create the prosperity they once enjoyed.”'> Whereas other states have witnessed a higher
concentration of clean energy projects rather than green manufacturing projects, the distribu-
tion in Michigan is more balanced across the two groups of eligible investments.'® Survey data
from Data for Progress finds that roughly two-thirds of respondents from Michigan support
the IRA following a brief explanation of its purpose.!* This is in line with national averages
from the Yale Program on Climate Change Communication which also finds that roughly 487%
of voters were aware of the IRA.!

These local political developments have charged the debate around renewable energy and
clean manufacturing investments with Democratic candidates increasingly embracing the tax
incentive approach championed by Biden and Whitmer as a means of bringing manufacturing
jobs back to Michigan.'® In contrast, local Republicans, while avoiding coming out against job
creation and business investment, have solidified around an “all of the above” energy strategy
which removes the government’s ability to “pick winners and losers” — in essence a rejection

of GIP for pure market forces.!” The provision of investment assistance to these projects is

YGardner, Paula. June 12, 2024. “Where mega battery, EV projects stand after $1 billion in Michigan subsidies”.
Bridge Michigan. A.1. Accessed 12 July 2025.

"Hendricksen, Clara. February 24, 2024. “Whitmer seeks clean energy companies”. Battle Creek Enquirer.
Accessed July 10, 2025.

Ibid.

3Based off of author’s calculations from Clean Energy Monitor Data.

“State-level Support for the Inflation Reduction Act”. Data for Progress. https://www.datafor-
progress.org/inflation-reduction-act-polling. Accessed July 15, 2025.

YBallew, M., Verner, M., Rosenthal, S., Maibach, E., Kotcher, J., & Leiserowitz, A. (2028). Who is most supportive
of the Inflation Reduction Act? Yale University and George Mason University. New Haven, CT: Yale Program on
Climate Change Communication.

10See for example, House Representative Debbie Dingell’s Climate position, which emphasizes the need for
“comprehensive efforts to spur innovation in the economy, technology, and society” and to “explore all policy
options”. https://debbiedingell.house.gov/issues/issue/?IssueID=16223.

17See for instance, 4" district House representative, Bill Huizenga’s (R) stance on energy, one that is echoed by
most Michigan Republicans: https://huizenga.house.gov/issues/issue/?IssuelD=23825. Accessed July 13, 2025.
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increasingly associated with the Democrats both at the state and national level in news articles
that mention the Inflation Reduction Act generally.'® Furthermore, coverage of the election
in terms of clean energy clearly linked a Trump election with a potential decrease in incentive
support, 19-20

In general then, Michigan has seen a high level of private investment following the IRA
with state-level politics closely aligning with national policy in terms of partisanship. In Table
C2 I document the investments and whether local coverage existed on the investment with
investments grouped by county and pressure status. I sourced local newspapers from the
Local Newspaper Initiative at Northwestern University.?! 1 picked these six counties as they
had the largest number of investments for doubly- and non-pressured counties in Michigan.
Within each newspaper [ used a search dictionary including the following terms: clean energy,
batteries, solar, and wind. While coverage existed on these topics generally, I only considered
coverage to have taken place for an investment if it mentioned the specific location within
county or the firm investing. Given that the Clean Investment Monitor provides both firm
and location identifiers this was straightforward.

Across these six counties, local news coverage was higher in doubly-pressured counties
compared to non-pressured ones. More importantly however was the difference in coverage
of investment between them. Investments covered by the Battle Creek Enquirer a daily local

and national news to Calhoun County highlighted the tax revenue implications, in particular

¥ Mascaro, Lisa. August 15, 2028. “Bidenomics’ delivered a once-in-generation investment. It shows the
pros and cons of policymaking. Associated Press. https://apnews.com/article/biden-ira-congress-ev-bidenomics-
4d1e74d2cf21326e8833885972ad2891. Accessed July 15, 2025.

YHouse, Kelly. November 8, 2024. “What a Donald Trump presidency means for Michigan’s environ-
ment.”  Bridge Michigan. https://bridgemi.com/michigan-environment-watch/what-donald-trump-presidency-
means-michigans-environment/. Accessed July 15, 2025.

“House, Kelly. October 14, 2024. “Michigan a top winner of climate funds Trump wants to re-
voke.”  Bridge Michigan.  https://bridgemi.com/michigan-environment-watch/michigan-top-winner-climate-
funds-trump-wants-revoke/. Accessed July 15, 2025.

2hips:/localnewsinitiative.northwestern.edu/
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Table C2: Investments and Local News Coverage

# ‘ Investment ‘ County ‘ Doubly-Pressured? ‘ Local Coverage?
1 Ford Blue Oval Calhoun v v
2 Cereal City Solar Calhoun v v
3 Shipsterns Solar Calhoun v

4 River Fork Solar Calhoun v v
5 Consumers Energy Calhoun v v
6 Samsung SDI America | Oakland

7 FLO Oakland

8 Novi Oakland v
9 Bollinger Motors Oakland

10 | Dunamis Clean Energy | Oakland

11 Rhombus Energy Wayne

12 BorgWarner Wayne

13 Nel Hydrogen Wayne v
14 Fortescue Wayne

15 DTE Wayne v
16 DTE Wayne

17 Greenstone Solar Branch v
18 Branch Solar Branch v
19 DTE Branch v
20 Marsen Montcalm v v
21 DTE Montcalm v v
22 Blue Elk Solar I Lenawee v v
23 Blue Elk Solar IV Lenawee v v

This table provides the raw data and measurement to compare coverage rates on investment in the most heavily
invested counties in Michigan. Local sources were taken from the the Local News Initiative. I used the following
sources: Battle Creek Enquirer (Calhoun), Oakland Free Press, Daily Tribute (Oakland), Detroit Free Press (Wayne), The
Daily Reporter (Branch), Lakeview Area News (Montcalm), Tecumseh Herald (Lenawee). On each newspaper website, |
search the following terms: “solar”, “clean energy”, and “batteries” and then manually searched between August 2022
and November 2024. Given that many newspapers are syndicated each newspaper contained ample national coverage
on the IRA, with the Detroit Free Press furthermore tracking state-wide developments to a greater extent than the other
papers.
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for local schools in its coverage of the new solar farms.?? Beyond these benefits, there was
an emphasis on the local construction and manufacturing jobs. Once such investment (# XK)
combined a solar plant with a biodigester to produce natural gas leveraging existing agro-
industrial assets preventing the partnering dairy farm from going out of business.??

Local tax and employment benefits are likewise emphasized in non-pressured counties.
For example, coverage of the Coldwater River Solar Project (# XK) highlights that neighboring
property owners will receive compensation for changes to the environment due to construction,
even if they did not lease their property to the solar development.?*

While local news media in both doubly- and non-pressured counties rarely explicitly men-
tioned the IRA or state-level initiatives in coverage of local investments the state-level political
competition and news coverage of these topics more generally suggests voters can align con-
tinued public support for these investments with the Democrats and little to no such support
with the Republicans. This media coverage suggests that rather than firm investments being
invisible to local voters, they are part and parcel of community politics. Firms seeking to make
these investments, especially for novel production sites need to secure community approval.

County economic planning and development documents highlight how doubly-pressured
communities describe themselves as industry-based, despite significant losses to these parts of
the workforce in recent years. Manufacturing employment is described as the “backbone” of

Montcalm County and the Greater Grand Rapids region by its regional development orga-

22When passing through Battle Creek, residents were generally aware of the solar fields being developed in the
community and were happy to provide me with further tips on how to get to them from the interstate. They
did, however, question whether my Fiat 500 would handle some of the roads that were in need of repair from the
high frequency of trucks passing through the town due to the construction. Both solar fields in the county being
developed are located in areas close to the i-94 interstate and therefore see substantial traffic suggesting that they
are not invisible to local residents. While stopping at one such solar field, roughly 10 cars passed in less than half
an hour in the middle of a working day.

#Steele, Greyson. June 6, 2024. Groundbreaking Ceremony: Consumers Energy breaks ground on new
AgriEnergy center near Battle Creek. Battle Creek Enquirer. Accessed July 10, 2025.

% Reid, Don. September 4, 2024. “Apex Clean Energy starts work on Coldwater River Solar Power Park for
DTE”. Coldwater Daily Reporter. Accessed July 13, 2025.
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nization, with industries such as aerospace and defense, alternative energy, automotive, food
processing, and medical devices being emphasized. 2°:20 Similar portrayals of the local com-
munity emerge in other doubly-pressured communities. In Jackson County, the local business
development organization in its podcast to advertise the area, said, “Manufacturing is definitely
the key industry here, right. It’s one of those key drivers that makes Jackson County who we
are. It defines not only where we’ve come from as a community, but it’s also going to play a
large role in where we are heading in the future as well.”2” These documents also highlight the
unique opportunity presented by recent carrot-based policy: “The recent wave of federal pro-
grams to support infrastructure, re-shoring manufacturing, and job creation present a unique
opportunity for economies, like Greater Grand Rapids, with a strong manufacturing industry

presence.”?8

LThe Right Place.  2025.  Advanced Manufacturing Report.  https:/www.rightplace.org/regional-
industries/industry-reports/manufacturing-report. Accessed July 18, 2025.

%0The Right Place. 2022. Strategic Plan 2023-2025. https://www.rightplace.org/about-us/strategic-plan. Ac-
cessed July 18, 2025.

27 Accelerate Jackson County. 2025. “EP#1 - A Focus on Manufacturing”.  https:/acceleratejackson-
county.org/epl-a-focus-on-manufacturing/. Accessed July 9, 2025.

B The Right Place. 2022. Strategic Plan 2023-2025. https:/www.rightplace.org/about-us/strategic-plan. Ac-
cessed July 18, 2025.
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